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CENTRAL QUESTION

Which aspects of semantic interpretation are due to 

predicates' denotations and which are due to the 

denotations of their arguments?
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CENTRAL QUESTION

Which aspects of semantic interpretation are due to 

predicates' denotations and which are due to the 

denotations of their arguments?

Focus: temporal interpretation in English nonfinite 

embedded clauses.

(Stowell, 1982; Landau, 2001; Wurmbrand, 2001, 2014; Grano, 2012, 2017; Pearson, 2016)
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4. Jo remembered to leave.

5

leavingremembering claiming
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5. Jo claimed to leave.



QUESTION

What is the source of this temporal orientation?
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CHALLENGE

Are predicates like remember and claim just idiosyncratic?
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CHALLENGE

Are predicates like remember and claim just idiosyncratic?
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Bird’s-eye view of temporal orientation across the lexicon

REQUIRES



APPROACH

▪ Collect a lexicon-scale dataset of clause-embedding 

verbs with different possible embedded structures
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APPROACH

▪ Collect a lexicon-scale dataset of clause-embedding 

verbs with different possible embedded structures

▪ Formalize possible theoretical frameworks as 

parameters in a computational model and test on data
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HYPOTHESES

1. Lexical: Temporal orientation is due to the predicate
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(Pearson, 2016)



Jo regretted leaving regret ⤳ t(regret) < t(leave)
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2. Structural: Temporal orientation is due to the 

structure of the argument selected by the predicate

HYPOTHESES
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HYPOTHESES
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3. Mixed: temporal orientation depends on both the 

predicate and argument type.



HYPOTHESES

Jo remembered leaving.      remember ⤳ t(remember) < t(leave)

⤳ t(leave) < t(remember)

12

VP

leave    -ing

3. Mixed: temporal orientation depends on both the 

predicate and argument type.
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GOAL

A way to capture temporal orientation across different 
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GOAL

A way to capture temporal orientation across different 

possible verb/structure pairings

A bleaching method for acceptability judgements, following 

White and Rawlins 2016
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*Jo will want to leave in the past.
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Jo wanted to leave in the future.

*Jo will want to leave in the past.

15

future-oriented

tense manipulation temporal adverb phrase

past-oriented



DATA COLLECTION

NP __ doing something

Someone regretted doing something.
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DATA COLLECTION

NP __ to do something

Someone wanted to do something.
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DATA COLLECTION

NP __ to have something

Someone loved to have something.
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DATA COLLECTION

NP was __ to do something

Someone was told to do something.

(Pesetsky 1991, Moulton 2009)
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DATA COLLECTION

NP was __ to have something

Someone was believed to have something.
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DATA COLLECTION

▪ 2208 verb/complement pairs in 2 orientations

▪ Semantically bleached 3rd person singular subject

▪ Lists of 48 sentences, with even distribution of 

orientations and randomized item order

▪ 10 acceptability judgements per sentence from 869 

annotators on Mechanical Turk
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GOAL

✓ A way to capture temporal orientation across different 

possible verb/structure pairings
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GOAL

✓ A way to capture temporal orientation across different 

possible verb/structure pairings

▪ A way to model our hypotheses relative to this data

(White and Rawlins 2016)
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Verb Complement Future Acc. Past Acc.

abhor NP Ved VPing -0.503955 0.413169

abhor NP was Ved to VP[+eventive] 0.134924 -1.559801

absolve NP Ved to VP[+eventive] 0.948428 -2.079783

accept NP Ved VPing 4.774069 1.883071

accept NP Ved to VP[-eventive] 2.434219 -1.854628

accept NP was Ved to VP[+eventive] 2.946932 -2.002958

acclaim NP Ved VPing -2.137957 0.221483

acclaim NP Ved to VP[+eventive] -2.549958 -0.554269

acclaim NP was Ved to VP[-eventive] 1.382240 -0.742686

add NP Ved VPing 3.664288 -3.777042

add NP Ved to VP[+eventive] 0.503324 -0.172519

add NP was Ved to VP[+eventive] 1.878762 -2.685818

address NP Ved VPing 1.876711 3.596447

address NP was Ved to VP[+eventive] 0.928784 -1.928204

admire NP Ved VPing -0.070897 -0.475992

admit NP Ved VPing -0.690028 4.566390

admit NP Ved to VP[+eventive] -3.257618 0.955866

admit NP Ved to VP[-eventive] 0.373650 -2.930481

admit NP was Ved to VP[+eventive] -1.103509 1.371476

admit NP was Ved to VP[-eventive] 0.318550 1.463886
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Both constructional and lexical models do fit the data, 

but in different ways, mixed models less so.

40



CONCLUSION

Both constructional and lexical models do fit the data, 

but in different ways, mixed models less so.

These models capture fine-grained information about 

verbal semantics in areas related to temporality.

40



CONCLUSION

Both constructional and lexical models do fit the data, 

but in different ways, mixed models less so.

These models capture fine-grained information about 

verbal semantics in areas related to temporality.

Lexicon-scale datasets of verb features like this can enable 

us to empirically test theoretical possibilities.
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Thank you!

Data is available at megaattitude.io
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