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Semantic Selection

What semantic type signatures can
predicates have?

Chomsky 1965; Gruber 1965; Fillmore 1970; Zwicky 1971; Jackendoff 1972; Carter 1976; Grimshaw 1990; Levin
1993; Chomsky 1973; Bresnan 1972; Grimshaw 1979; Pesetsky 1982, 1991 among others



|[ask]] Ent _ E/trQuesies

/ 7/ -
e ->((s ->t) ->t) ->e ->t
Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;

Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others



Semantic Selection

What semantic type signatures can
predicates have?

How are semantic type signatures
related to syntactic types?

Chomsky 1965; Gruber 1965; Fillmore 1970; Zwicky 1971; Jackendoff 1972; Carter 1976; Grimshaw 1990; Levin
1993; Chomsky 1973; Bresnan 1972; Grimshaw 1979; Pesetsky 1982, 1991 among others



I[ask ] . Ent _ EnrtQu@sies
” 7 g

d |
7
P /

/ / !

/ / I

7 /7 I

/7 /7
7 / I

Jo asked Boowhabttimeaatiivass
NP NP S[+Q, +WH]

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others



I[ask ] . Ent  ERtrQuesies
” 7 7

Jo asked Bo the time
NP NP NP

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others



Approach

A computational model for inducing
syntactic structure and semantic types
using lexicon -scale experimental data



Montague grammar

Grammar

Induction
System

Someone asked someone something. a
Someone wondered someone something. R

Acceptability judgments



Case Studies

1.
2.

=

Interrogatives v. declaratives
Finite v. infinitival complements

Both primarily denote guestion types

Infinitivals produce contentful variants
of finite complement denotations



Prior Models + Data

Selection and Projection via matrix
factorization + MegaAttitude datasets
Our Model

Combinatory Categorial Grammar
Induction

Results

Case Study: Interrogative and
declarative -taking predicates



Prior Models
+ Data




Lexical items are idiosyncratic

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others



I[ask ] . Ent _ EnrtQu@sies
” 7 g

d |
7
P /

/ / !

/ / I

7 /7 I

/7 /7
7 / I

Jo asked Boowhabttimeaatiivass
NP NP S[+Q, +WH]

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others
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I[ask ] . Ent _ EnrtQu@sies
” 7 7

Jo asked Bo the time
NP NP NP

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;

Nathan, 2006;

Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others
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lwonder |: Ent _ Ques

e t
|
|
|

- |
v

Jo wondered what time it was
NP S[+Q, +WH]

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others
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lwonder |: Ent _ Ques

* Jo wondered the time
NP NP

Baker, 1968; Heim, 1979; Grimshaw, 1979, 1990; Pesetsky , 1982, 1991; Romero, 2005;
Nathan, 2006; Frana, 2010; Aloni and Roelofsen , 2011; Uegaki 2015; among many others
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Foundational Idea

Predi catesoOo syntactic
prOdUCt Of three faCtOrS Grimshaw, 1979, 1990; Pesetsky, 1982, 1991

Semantic Projection + Lexical Syntactic

Selection Rules ldiosyncracy Distribution
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White & Rawlinso | mpl el

Unified additive + multiplicative model
as maitrix factorization White & Rawlins 2016

think Ent __ Prop think
know X Ent __ Ques é know
wonder é wonder
e e e
S O &
/ > % Q
/ Q




MegaAcceptability

Acceptability judgments for 50,000
sentences constructed from:

1. 1,000 clause -embedding verbs
2. 50 syntactic frames



suppose

presume
assume
figure
care . »
dream decide believe
think »
expect
forget
INRg et
observe
know understand
find_out
feel realize
overhear hear
gather
comprehend
i rediscover
discogetect et
deduce
percee sense
doubt
- mark
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1

explain

indicate state clarify
restate
convey
eXpresﬁisclosg.
ivulge
communicate
posit
insinuate demonstrate reiterate
stipulate hint
dictate
i infer
i emphasize
W say claim
vow
:'m“broadcast repeat _—
articulate
voice reassert
maintain
present
i leak
summarize
recap
transmit
- = _— = =
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unnerve

dishearten
S0 unsettle
=TT distress disil N
] puzzie interest 4 ble
- concerm .
N anger
erplex
- pain dismay P exasperﬁ@lgue
terrify -
perturb mystify bewilder
offend
B
= petrify Comeﬂafﬂe irritate
mortify I
overwhelm
m fluster
astonish
o alarm
] amuse
: e bless
siuse satisfy s
surprise
disgruntle gssatisfy dreghease
amaze
hormify
e flatter
astound .
7 elate annoy ,
sicken embarrass
frustrate
deligrixcite —
thrill disappoint upset e/
shock scare tickle
exhilarate
please

relieve




Syntactic type

N

NP PP S
ACTIVE  PASSIVE COMP TENSE
that [+Q] for n [+FIN] [-FIN]
RN / \

whether which NP would



know + NP V that S

Someone knew that something happened



No representation of structure In
semantic type signatures or syntax



White & Rawlinso | mpl el

Unified additive + multiplicative model
as maitrix factorization White & Rawlins 2016

think think
know é know
wonder wonder
e e
/ Q
&7 REAREAN




White & Rawlinso | mpl el

Unified additive + multiplicative model
as maitrix factorization White & Rawlins 2016

think Sem. type 0 think
know X Sem. type 1 é know
wonder é wonder
e e e
Q Q Q
& QQ’\/ & & QQ’% & & QQ:L
& SNIPSUIPO SRS



Our Model




Goal
From acceptabillity, jointly induce:
1. syntactic structure

2. coherent mapping from syntactic
structure to semantic types
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Parser

xXx)
Someone

txXrxn L X X ) L X X ) L X X )
knew that something happened
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Socher etal. 2013,Le & Zuidema 2014, 2015, Tai et al. 2015, Drozdov etal.2019a, b



Parser

xXx)
Someone

knew

(X X ]
that

X X |
something

happened

ssed apisu|
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Type Grammar

e ->1

e ->1

->1

e ->(e

_>t)

Type Encoder
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Type Grammar

e -

e ->1

_>t

e ->(e

_>t)
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Type Grammar

e ->1

e ->1

->1

e ->(e

_>t)

Type Encoder

Type Decoder
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Type Grammar

e ->t

(e ->1) ->t
e ->(e > 1)
e ->(e > 1)
t

e ->t

Type Encoder

\

Application

Composition

\J
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e ->1

(e -2 t) ->1 Type Encoder

e ->(e ->t)

Type Grammar

@ 2\

|dentity

Combination
Controller

Application r——

Composition

\ )
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typetrue é typepred

Interpretation

Combination
Controller

(xx)

Someone knew that something happened

Interpretation
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Experiments

1.
2.

Assume 3 primitive types ( S, e, t)

Constrain someone /something to
decode to <<e, <s, t>>, <s, t>>
and root nodeto <s, t>

Supertag -factored A* decoding to
fl nd COnStltuent typeS Lewis & Steedman 2014, 2016



Results




Preliminaries
1. Does the parser explain acceptability?

2. Do the parseros synt a
representations make sense”?

What types are assigned to:
1. declaratives and interrogatives?
2. finite and infinitival complements?



Does the parser explain
acceptability?



Interannotator agreement
among trained linguists
r =0.70 [0.62, 0.78]



