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Abstract

This paper explores the granularity with which a word’s semantic properties are recov-
erable from its syntactic distribution, taking propositional attitude verbs (PAVs), such as
think and want, as a case study. Three behavioral experiments aimed at quantifying the
relationship between PAV semantic properties and PAV syntactic distribution are reported.
Experiment 1 gathers a measure of PAV syntactic distributions using an acceptability judg-
ment task. Experiments 2 and 3 gather measures of semantic similarity between those same
PAVs using a generalized semantic discrimination (triad or “odd man out”) task and an or-
dinal (likert) scale task, respectively. Two kinds of analyses are conducted on the data from
these experiments. The first compares both the acceptability judgments and the seman-
tic similarity judgments to classifications of PAVs derived from traditional distributional
analysis. The second kind compares the acceptability judgments to the semantic similarity
judgments directly. Through these comparisons, we show that there is quite fine-grained
information about PAV semantics in PAV syntactic distributions—whether one considers
the sorts of discrete qualitative classifications that linguists traditionally work with or the
sorts of continuous quantitative classifications that can be derived experimentally.

1 Introduction

Words have meanings. Those meanings must be learned. Learning the meaning of some words
seems like it could be quite easy. For the moment, assume that learning meanings—e.g. the
meaning of the word dog—involves pairing some concept or set—e.g. the dog concept or set
of dogs, call either DOG—with some linguistic symbol: dog. How one goes about doing this,
the intuitive story goes, is by noticing that utterances involving the word dog cooccur with
instantiations of the concept/set DOG quite often, and thus an association between the word
and the concept is built. And just so, the meaning of dog is learned. In this scenario, the
learner’s ability to discover correlations between the language and the nonlinguistic context—
the perceivable objects and events surrounding the hearer—is paramount.

Left unelaborated, this story has well-known problems (cf. Goodman, 1955; Quine, 1960;
Kripke, 1982): why not consider subparts of the dog (TAIL, HEAD)? Superordinate categories
properly containing the dogs (MAMMAL, ANIMAL)? Or DOG at the time of utterance, CAT ev-
ery other time? Nonetheless, few would deny that nonlinguistic context plays a major role in
learning the meanings of at least some—maybe most—words. How else would a learner figure
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out that dog means DOG? It has become clear that solving these problems requires understand-
ing both the nature of human conceptual understanding—how the learner conceptualizes the
nonlinguistic context—and the structure of the mechanism that learners use to link words with
concepts—how the learner extracts information from nonlinguistic context. Within the latter
vein, there have been many interesting proposals: some involving empirically motivated learn-
ing biases (cf. Carey and Bartlett, 1978; Markman and Hutchinson, 1984; Markman and Wach-
tel, 1988; Merriman and Bowman, 1989; Markman, 1990, a.o.) and others that rely on more
general properties of inductive reasoning (cf. Xu and Tenenbaum, 2007; Frank et al., 2009, a.o.).
For instance, maybe, as Markman and Wachtel (1988) suggest, children prefer to map words
to whole objects—DOG is more salient as a meaning for dog than TAIL or HEAD—or, as Tenen-
baum and Griffiths (2001) and Xu and Tenenbaum (2007) suggest, maybe they assume that
concepts with smaller extensions should be preferred to ones with larger extensions—a sort of
“soft” Subset Principle (Berwick, 1985).

1.1 Two problems

But even if learners are equipped with these principles and reasoning mechanisms, learning
the meanings of other words is probably quite a bit harder. For example, how do learners
acquire those words whose meanings are not obviously linked with features of the nonlin-
guistic context—or more precisely, conceptualizations of these contexts? The parade case of
such words—what Gleitman (1990) refers to as words with meanings “closed to observa-
tion” and which Gleitman et al. (2005) dub the hard words—are those that refer to abstract
objects/concepts (liberty, tyranny), mental states (think, know), preferences (want, prefer), autho-
rizations (allow, forbid), etc. Many of these hard words are verbs involving propositional attitudes,
which express relations to ways the world might be, in fact is, would be best if it were, etc. It
is these hard words that this paper focuses in on.

1.1.1 The problem of observability

One problem with hard words is that one cannot very well see, hear, or feel propositional
attitudes like thinkings or wantings, so it is quite unclear how the learner pairs up words
for these attitudes—think or want—with the appropriate concepts—for now, call them THINK

and WANT—under an account where correlations between particular words and nonlinguistic
context are the primary (or only) data (Landau and Gleitman, 1985; Gleitman, 1990).

There is now a wealth of experimental results evidencing the magnitude of this problem.
One particular instance of this can be found in work within the Human Simulation Paradigm
(HSP; Gillette et al. 1999; Snedeker and Gleitman 2004). In one instantiation of this paradigm,
adult participants are given videos of parents playing with their children. In these videos the
sound has been removed, with the idea that this partially replicates the learner’s nonlinguistic
context. A beep is then placed where a target word was uttered, and participants are asked
to say what the word is. Accuracy is quite high in recovering concrete nouns, like dog, but
essentially zero in recovering mental state verbs, like think or want.

What this suggests is that desires and beliefs are just not salient as potential word meanings
from the nonlinguistic context alone—even for adults, who are constantly talking about desires
and beliefs. And indeed, further work within this paradigm suggests that, even if scenes are
constructed to make propositional attitudes salient, gains from nonlinguistic context alone are
only modest at best (Papafragou et al., 2007).

1.1.2 The problem of multi-faceted meanings

The problem of observability is sharpened by the fact that hard words also tend to have mean-
ings that are multifaceted. For instance, note that hopings seem to involve wantings—if (1b)
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VERB BELIEF DESIRE

want
hope
think

Table 1: An example of multi-faceted propositional attitude verb meanings.

is true, (1a) must also be true. But hope seems to have an extra facet of its meaning over and
above the component it shares with want. If one first utters (1), it is fine to follow with (1a) but
odd to follow with (1b).

(1) Bo believes he’ll never dance with Jo, but...
a. Bo nonetheless wants to dance with Jo.
b. #Bo nonetheless hopes to dance with Jo.

Thus, hope appears to have two facets to its meaning. Like want, it involves desire; but unlike
want, it also involves belief—namely, it requires that the hoper believe that the state of affairs
they want to come about is also possible (Portner, 1992; Scheffler, 2009; Anand and Hacquard,
2013; Hacquard, 2014; Harrigan, 2015).1

This gives rise to a potentially general learning problem: even if the nonlinguistic context
is sufficient to learn the meaning of, e.g., want or think, a learner who also posits the meaning
of want for the meaning of hope might very well find herself with a subset problem (Wexler
and Hamburger, 1973; Baker, 1979; Berwick, 1985; Pinker, 1989); want will always be true in
the contexts that hope is true in, so an account for how a learner selects the correct meaning of,
e.g., hope is necessary.

1.2 Solving the two problems

But then how do learners acquire this constellation of facts about verbs like want and hope?
There are various possible answers to this question. The one we pursue in this paper is that
learners need to move beyond nonlinguistic context as their only source of evidence for word-
learning; they need to furthermore incorporate a word’s linguistic context. To understand what
this means, it is useful to step back and consider a rough but useful division that exists in the
literature between two broad types of linguistic context: lexical context and syntactic context.

1.2.1 The importance of syntactic context

To a first approximation, lexical context encompasses words that cooccur with the one being
learned, and syntactic context encompasses the types of abstract structures the word is found
in. For instance, suppose a learner heard (2). The lexical context of eat might be represented as
in (2a). And assuming the learner can parse the string in an adult-like way, its syntactic context
might be represented as in (2b).

(2) The men eat apples.
a. {men, the, apples}

1In her seminal paper on presupposition, Heim (1992) gives a denotation for want that explicitly encodes belief,
so whether want involves belief or not is something of an open question. In any case, there is a clear contrast
between (1a) and (1b) as follow-ups to (1)—a contrast whose source must be learned.
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If linguistic context is necessary for learning words like want, hope, think, and know—i.e. those
whose meanings are not associated with sensory correlates—which subtype of information—
lexical context or syntactic context—might be used? The likely answer to this is that both are
necessary in interaction, to different extents, for different kinds of verbs. However, authors
differ on whether syntactic context could ever be necessary independent of lexical context. For
instance, Pinker (1994) and Grimshaw (1994) both argue that the only sense in which syntactic
context might be useful is in interaction with lexical context. Knowing that eat tends to take
NPs referring to edibles, like apples, in object position could plausibly help a learner figure
out that eat means EAT. But most of the information in this case is coming from a semantic
generalization—commonly occurs with words referring to edibles—and so it is unclear what further
work, if any, the syntactic context is doing here. Indeed, if the learner can (i) figure out what
role the referent of each noun phrase plays in the event named by the verb—via only the
semantics of those noun phrases—and (ii) there are some general constraints regarding where
each argument may be syntactically situated given its entailments (cf. Baker, 1988; Grimshaw,
1990; Dowty, 1991), the syntactic context may be doing little work beyond highlighting the
lexical material on which the learning mechanism should make its inferences (cf. Connor et al.,
2013).

We take this to be a reasonable position for verbs like eat, whose syntactic contexts likely
contain very little information about its meaning beyond that it involves two participants. (In
fact, due to the presence of intransitive uses such as the men ate, unilateral reliance on the syntax
might even lead learners astray.) Less clear is whether this strategy of seeding inference with
only lexical context could be extended to all verbs—especially propositional attitude verbs
like think, know, and want. For instance, it seems unlikely that a learner could glean much at all
about the meaning of want from the distribution of nouns it occurs with, since want imposes
few to no restrictions on its direct object’s meaning (cf. Resnik, 1996, p. 138, Table 1). And this
is not specific to want; many propositional attitude verbs that allow NP direct objects do not
constrain the semantics of those objects.

(3) Bo wants {an apple, a toy, a back rub}.
(4) Bo {knows, remembers, needs, demands} {a doctor, a story, the time}.

Thus, it seems that, for at least some distinctions among propositional attitude verbs, neither
nonlinguistic context nor lexical context are likely to help in drawing fine-grained distinctions
among propositional attitude verbs, and so a final possibility remains within the rough taxon-
omy: the sort of distinctions we have been discussing must be learned using syntactic context.
How might the learner do this?

The answer that Landau and Gleitman (1985) and Gleitman (1990) propose under the head-
ing syntactic bootstrapping is that children use the syntactic contexts that a word cooccurs with—
its syntactic distribution—to deduce its meaning.2 The proposal moves forward in the following

2This is at least the accepted genealogy of the idea. As a historical note, this was actually proposed earlier in
Lasnik 1989, a paper in the proceedings of the 1982 University of Western Ontario Learnability Workshop. The
relevant quote:

...there appears to be a tacit assumption that the meaning of, e.g., a verb, can be presented and appre-
hended in isolation. But this seems implausible. Rather, verbs are presented in grammatical sentences
which, therefore, explicitly display subcategorization properties. In fact, one might consider revers-
ing the whole story: subcategorization is explicitly presented, and the child uses that information to
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way. Suppose learners make the following assumption: the degree to which two verbs overlap
in their syntactic contexts correlates with the degree to which their meanings overlap. They
then note that the syntactic contexts of want and hope only partially overlap. Want, but not
hope, allows noun phrase objects (5a); both want and hope allow subjectless infinitival comple-
ments (5b) (control complements); and hope, but not want, allows tensed subordinate clause
complements (5c).

(5) a. Bo {wants, *hopes} an apple.
b. Bo {wants, hopes} to have an apple.
c. Bo {*wants, hopes} that he will have an apple.

Finally, based on these data and the premise that overlap in syntactic contexts correlates with
overlap in meaning, they might then infer that want and hope may share some facet(s) of their
meanings, but not others.

Now, this on its own is insufficient. Knowing that there is an overlap in meaning does not
yet indicate what that particular overlap is. Thus, this story needs to be augmented to explain
not only how to find out whether there’s an overlap, but also to say how that overlap gets
labeled with the appropriate facet or feature of the words’ meanings. The learner needs to
know not only that want and hope share a meaning feature, but furthermore what that shared
feature is. We refer to the first of these problems—finding out that there is an overlap—as
the clustering problem because it deals with finding out that particular words cluster together
with respect to the syntactic contexts they occur in. We refer to the second of these problems—
finding out what facet of the meaning a particular clustering of verbs corresponds to—as the
labeling problem because it deals with labeling the clusters of words that are found.3

The traditional solution to both problems within the syntactic bootstrapping literature
is to assume that whatever mechanism solves the clustering problem simultaneously solves
the labeling problem—by associating particular syntactic contexts with particular semantic
features.4 Thus, under a standard syntactic bootstrapping account, the learning mechanism
comes “pre-built” with “...grammatical knowledge [that] includes principles that provide a
systematic mapping between semantic and syntactic structures” (Lidz et al., 2004), and this
systematic mapping is deployed to label clusters associated with particular syntactic features.
The upshot of this account is that a syntactic bootstrapping mechanism’s efficacy is directly
tied to (i) the “granularity” of the semantic structures that these principles make reference to
and (ii) the amount of information preserved in the mappings.

1.2.2 Syntactic bootstrapping and linguistic theory

Linguists have a long-standing interest in these questions of granularity and information preservation—
an interest that Zwicky (1971) distills quite elegantly in the introduction to his classic squib on
manner-of-speech verbs.

To what extent is it possible to predict certain properties of words (syntactic, seman-
tic, or phonological), given others? [And] insofar as there are such dependencies
among properties, what general principles explain them? (ibid., p. 223)

deduce central aspects of the meaning of verbs. (ibid., p. 195, fn. 12)

3The terminological choices clustering problem and labeling problem belie a particular view of the problem a learner
faces—namely, that at base, the learner must discover symbolic relationships among verbs’ meanings. This does not
preclude a learning model that imputes continuous representations to the learner, as long as those representations
are somehow linked to symbolic representations.

4As noted by Kako (1997) as well as Lidz et al. (2004), this might be cashed out in a couple of different ways—
either by imbuing syntactic contexts themselves with semantic content (the Frame Semantic Hypothesis) or by imbu-
ing them with semantic content inherited from the verb’s semantic features (the Lexical Projection Hypothesis).
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Figure 1: The mapping CI ◦ P from the concept space C to syntactic distribution space D,
mediated by the grammatically relevant semantic features S.

Indeed, it has long been recognized that questions regarding which semantic distinctions
are morphosyntactically (grammatically) relevant are the only ones linguists can claim propri-
ety over; distinctions in meaning beyond those predictable from other linguistic properties fall
equally well into the domain of the lexicographer (Fillmore, 1970)—or in modern times, the
computer scientist (Kilgarriff, 1997). Embedded in this view is the idea that a lexical item’s
linguistic contexts are responsive to only some conceivable contrasts in meaning and that a
linguistic theory of the link should speak to exactly which these are and why other conceiv-
able contrasts are excluded (cf. Jackendoff, 1972; Grimshaw, 1979; Pinker, 1989; Levin, 1993).
As Zwicky puts it, the question for the linguist is “what sorts of word classes are there, and
why these and not others?” (ibid., p. 223)

An example of the distinction between grammatically relevant and linguistically irrelevant
semantic distinctions comes from Pesetsky (1991). Following Zwicky, he notes that, though
“verbs of manner of speaking”—e.g. holler and whisper—and “verbs of content of speaking”—
e.g. say and propose—are distributionally distinguishable, “verbs of loud speech”—e.g. holler
and shout—and “verbs of soft speech”—e.g. whisper and murmur—do not seem to be. (For
example, verbs of content of speaking “resist adjunct extraction and allow complementizer
deletion” (Pesetsky, 1991, p. 14).) That is, the manner-content distinction has consequences for
the syntax, whereas the loud-soft contrast does not.

In fact, the generalization extends beyond predicates that refer to speech sounds to predi-
cates that refer to sounds in general. The volume, pitch, resonance, and duration of the relevant
sound do not seem to have bearing on its distributional properties, but the mode of generation
(internally v. externally caused) does (Levin and Rappaport Hovav, 2005). This suggests that,
whatever constitutes the nature of the connection between a word’s semantic properties and
its syntactic distribution, it is blind to certain possible conceptual distinctions—in this case,
sonic properties.

Thus, though nonlinguistic meanings—i.e. concepts—may be distinguishable to a very
fine grain-size, linguistic meanings may not be. In this sense, the linguistic system can be
conceived of as a filter on the properties of the conceptual system’s objects, retaining some
properties while discarding others. To introduce a convention we use throughout the paper,
suppose ci is some representation of concept i, then si is some representation that encodes all
and only the grammatically relevant features of ci.5 At a high level of abstraction, then, (part
of) the interface between language and other areas of cognition—in particular, the Conceptual-
Intentional (CI) interface—might be viewed as a mapping CI from objects in the concept space
C to their syntactically relevant features in the semantic feature space S.6

5We use the following conventions throughout the remainder of the paper: italicized capital letters stand for rep-
resentational spaces—i.e. possible representations; normal capital letters refer to mappings between these spaces;
bolded lower-case letters, which will tend to be subscripted, refer to particular instantiations of the corresponding
space, and bolded upper-case letter refer to collections of these specific instantiations. The bolding convention in
particular is used because representational instantiations are cashed out as vectors and their collections as matri-
ces or tensors, and bolding is standard in linear algebra and related disciplines for representing vectors and their
generalizations.

6This presupposes a contentious point about the complexity of lexical items (cf. Fodor and Lepore, 1998, 1999).
While Fodor and Lepore’s arguments are serious, we believe that a reader who abides by the dictum that lexical
items be represented atomically might still find use in this paper. We take it as prima facie reasonable that repre-
sentations of the regularities in a word’s syntactic distribution may be complex in a way that the representation of
its content may not be, since of course, one needs to explain C-selection somehow (cf. Grimshaw, 1979; Pesetsky,
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Figure 2: The function of the syntactic bootstrapping mechanism is to “reverse” CI and P.

It is worth stressing the following implication: si may not exhaust the semantic represen-
tation of word i; indeed, si may not even be semantic in any important sense. For instance, it
might be conceived of as a (structured) index into subsets/subspaces of concepts. Thus, know-
ing si for a word i would likely be insufficient for fixing that word’s corresponding concept ci.

By definition, however, si would be sufficient for determining various linguistic properties
of word i, such as its syntactic distribution di. To say that the syntactic distribution di of word
i can be determined from its grammatically relevant semantic features si is to say that there is
some mapping from the space of possible semantic representations S to the space of syntactic
distributions D. In standard models of the syntax-semantics interface, this mapping—call it
P—is determined by a set of projection rules (cf. Gruber, 1965; Carter, 1976; Chomsky, 1981;
Pinker, 1989; Grimshaw, 1990; Levin, 1993; Hale and Keyser, 2002).

Putting these two components together—the mapping from the conceptual space C to the
(grammatically relevant) semantic feature space S and the mapping from the semantic fea-
ture space S to the syntactic distribution space D—the abstraction in Figure 1 results. If this
model is correct, the upshot for a theory of verb-learning that relies on syntactic context—e.g.
syntactic bootstrapping—is that there is likely a limit on the meaning properties that syntactic
context could be used to learn even in principle. Why? Suppose the learner has access to the
syntactic distribution di for some word i and that their job is to infer the concept ci association
with word i. That is, they need to “reverse” both the projection rules P and the mapping from
the conceptual space to semantic features CI, schematized in Figure 2.7

A learner’s ability to perform this reversal from the syntax alone will necessarily be bound
by the information lost due to the mapping from semantic features to syntactic distributions
(P)—i.e. the projection rules—and the information lost due to the mapping from concepts to
semantic features (CI). This gives Zwicky’s question new force.

The traditional methodology for approaching this question is to assume knowledge of pair-
ings (ci,di) for many words i and then to attempt to (qualitatively) infer both the space of
(grammatically relevant) semantic representations S and the projection rules P. Thus, making
the simplifying assumption that learners have access to the same conceptual space C and the
syntactic distributions of some words D, the linguist and the learner look very much alike.
Under this model, the only difference between the two is that the learner does not have access
to the pairing of the concept ci and syntactic distribution di for word i; rather, they have the
syntactic distribution di of word i and a space of possible concepts C. Looked at from a ma-
chine learning perspective, the linguist carries out some supervised learning algorithm to infer
S and the learner carries out some unsupervised—or perhaps, distantly supervised (Snow et al.,
2004; Mintz et al., 2009)—learning algorithm.

Casting the learner and the linguist within the same framework in this way is useful, since
it suggests a way of approaching the question of what can be learned from syntactic context:
whatever grammatically relevant semantic features the linguist discovers could in principle
be deducible by a learner with access to the linguistic features that those semantic features
are relevant to—e.g. syntactic distributions. To get a handle on propositional attitude verb
learning, then, it is useful to review what is known from the syntax-semantics literature about

1982). One way to cash this out might be to view S as a space of (structured) indices into subsets/subspaces of
(atomic) concepts.

7In the remainder of this paper, we use the following convention: solid lines represent theoreti-
cal, or computational-level (Marr, 1982), relationships; dashed lines represent algorithms that map between
representations—as in the case of syntactic bootstrapping, possibly utilizing the computational-level relationships.
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the semantic features that are grammatically relevant. We carry out this review in the next
section.

1.3 Propositional attitude verb syntax and semantics

In this section, we present a brief overview of the literature on the syntax and semantics of
propositional attitude verbs. The upshot of this section is that, though there appear to be some
possibly useful correlations between attitude verb syntax and semantics—correlations that are
useful for constructing our experiments and conducting analysis—it remains unclear how ro-
bust these correlations actually are. This uncertainty about the robustness of such correlations
forms the impetus for the experiments and computational modeling carried out in the remain-
der of the paper.

1.3.1 Representationality

Perhaps the most well-known semantic distinction among propositional attitude verbs is that
between verbs that express beliefs—or represent “mental pictures” or “judgments of truth”
(Bolinger, 1968)—and those that express desires—or more generally, orderings on states of
affairs induced by, e.g. commands, laws, preferences, etc. (Bolinger, 1968; Stalnaker, 1984;
Farkas, 1985; Heim, 1992; Villalta, 2000, 2008; Anand and Hacquard, 2013, a.o.). Within the
first class, which we henceforth refer to as the representationals, fall verbs like think and know;
and within the second class, which we henceforth refer to as the preferentials, fall verbs like
want and order.

There appear to be various aspects of the syntactic distribution that roughly track this dis-
tinction in English. One well-known case is finiteness: representationals tend to allow finite
subordinate clauses (6a) but not nonfinite ones (6b); preferentials tend to allow nonfinite sub-
ordinate clauses (7b) but not finite ones (7a).8

(6) a. Bo thinks that Jo went to the store.
b. *Bo thinks Jo to go to the store.

(7) a. *Bo wants that Jo went to the store.
b. Bo wants Jo to go to the store.

There are two important things to note about this distinction. First, though the representation-
ality distinction is often talked about as though it were mutually exclusive, some verbs appear
to fall into both categories, and suggestively, show up in both frames. For instance, as noted in
the last section, hope p involves both a desire that p come about and the belief that p is possible
(Portner, 1992; Scheffler, 2009; Anand and Hacquard, 2013; Hacquard, 2014; Harrigan, 2015,
but see also Portner and Rubinstein 2013), and it occurs in both finite (8a) and nonfinite (8b)
syntactic contexts.

(8) a. Bo hopes that Jo went to the store.
b. Bo hopes to go to the store.

Second, the link between representationality and finiteness is just a tendency. Some verbs
plausibly classed as representationals allow nonfinite subordinate clauses (9a)/(9b), and others
plausibly classed as preferentials allow subordinate clauses that look finite (9c).9

8This correlation is computationally corroborated to some extent in Barak et al. 2013, 2014, though caution is
required here since Barak et al. investigate only a small set of verbs and ignore various complications, discussed in
the text, inherent to this distinction.

9Whether (9c) involves a finite subordinate clause is to some extent dependent on whether what is often called
the English subjunctive involves tense. On the one hand, the complementizer that is the same one that occurs with
tensed subordinate clauses, but on the other, the verb shows up in its base (untensed) form.
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The roughness of this correlation is perhaps not surprising since not all languages track
representationality with tense: for instance, various Romance languages track the distinction
with mood—representationals tending to take indicative mood and preferentials tending to
take subjunctive mood (Bolinger, 1968; Hooper, 1975; Farkas, 1985; Portner, 1992; Giorgi and
Pianesi, 1997; Giannakidou, 1997; Quer, 1998; Villalta, 2000, 2008, a.o.).

(9) a. Bo believes Jo to be intelligent.
b. Bo claims to be intelligent.
c. Bo demanded that Jo go to the store.

But though the correlation between representationality and tense is imperfect, even in English,
finiteness does not appear to be the only associated syntactic (distributional) property. Also
relevant appears to be a distinction in whether the verb’s subordinate clause can be fronted—
or in Ross’s (1973) terms, S-lifted.10 At least some representationals’ subordinate clauses (10)
appear to be able to undergo S-lifting, but many preferentials’ subordinate clauses (11) cannot
(Bolinger, 1968). We return to this question of cross-linguistic variation in Section 4.

(10) Jo already went to the store, I {think, believe, suppose, hear, see}
(11) a. *Bo already went to the store, I {want, need, demand}.

b. *Bo to go to the store, I {want, need, order}.

(Not all representationals allow S-lifting. This is likely because the availability of S-lifting for a
particular verb is conditioned by other semantic and pragmatic properties it has, so we defer
further discussion of which verbs allow it until distinctions beyond representationality have
been discussed.)

1.3.2 Factivity

The representationality distinction is cross-cut by another common distinction: factivity (Kiparsky
and Kiparsky, 1970; Karttunen, 1971; Horn, 1972; Hooper, 1975). Factivity is defined in terms
of its discourse effects. Very roughly, a verb is factive if upon uttering a sentence containing a
factive verb with a subordinate clause, a speaker takes the content of the subordinate clause for
granted regardless of propositional operators placed around the propositional attitude verb:
in particular, negation (13b)/(12b) or questioning (13c)/(12c). For instance, each sentence in
(12) commits the speaker to (14) being true, but modulo the context, the sentences in (13) do
not. That is, in uttering the sentences in (12), the speaker presupposes (14) (Stalnaker, 1973).
This suggests that know, love, and hate are factive, while think, believe, and say are not.

(12) a. Bo {knew, loved, hated} that Jo went to the store.
b. Bo didn’t {know, love, hate} that Jo went to the store.
c. Did Bo {know, love, hate} that Jo went to the store?

(13) a. Bo {thought, believed, said} that Jo went to the store.
b. Bo didn’t {think, believe, say} that Jo went to the store.
c. Did Bo {think, believe, say} that Jo went to the store?

(14) Jo went to the store.

Factivity truly cross-cuts the representationality distinction in that there are verbs representing
all four possible combinations: (i) representational (cognitive) factives, like know, realize, and

10There is a further distinction in the literature made between S-lifts involving first person and third person
propositional attitude verb subjects (Reinhart, 1983; Asher, 2000; Rooryck, 2001). We incorporate this first-third
distinction into our experiment, but the data regarding this syntactic distinction are murky at best.
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understand, (ii) preferential (emotive) factives, like love and hate, (iii) representational nonfac-
tives, like think and say, and (iv) preferential nonfactives, like want and prefer.11

The factivity distinction appears to be tracked most closely by whether the verb allows both
question and nonquestion subordinate clauses (Hintikka, 1975; Ginzburg, 1995; Lahiri, 2002;
Sæbø, 2007; Egré, 2008; Uegaki, 2012; Anand and Hacquard, 2014; Spector and Egré, 2015). For
instance, the factive know can occur with both nonquestion (15a) and question (15b) subordi-
nate clauses, while the nonfactive think can occur with nonquestion subordinate clauses (16a)
but not question subordinate clauses (16b).12

(15) a. Jo knows that Bo went to the store.
b. Jo knows {if, why} Bo went to the store.

(16) a. Jo thinks that Bo went to the store.
b. *Jo thinks {if, why} Bo went to the store.

This generalization has two well-known types of exceptions. First, many nonfactive commu-
nication predicates, such as tell and say, allow both question and nonquestion subordinate
clauses; second, some mental predicates, such as decide, assess, and evaluate, also allow both
question and nonquestion subordinate clauses.

(17) a. Jo hasn’t {told me, said}whether Bo went to the store.
b. Jo hasn’t yet {decided, assessed, evaluated}whether to go to the store.

1.3.3 Assertivity

Further cross-cutting representationality and factivity is the “assertivity” distinction (Hooper,
1975).13 Like factivity, assertivity is defined in terms of its effects on discourse. Again very
roughly, a verb is assertive if it can be used in situations where its subordinate clause is relevant
to the main point of the utterance (see Urmson 1952; Simons 2007; Anand and Hacquard 2014
for discussion). For instance, think and say seem to allow this (18a), but hate does not (18b).

(18) a. A: Where is Jo?
B: Bo {thinks, said} that she’s in Florida.

b. A: Where is Jo?
B: # Bo hates that she’s in Florida.

Assertivity correlates with the availability of S-lifting and the propositional anaphor object so.
Assertives, like think and say, can occur with S-lifted subordinate clauses (19a) and so (20a), but
hate cannot occur with either S-lifting (19b) or so (20b).

(19) a. She’s in Florida, Bo {thought, said}.
b. *She’s in Florida, Bo hated.

11One question that arises here is whether, given the existence of representational+preferential verbs like hope,
there could also be such representational+preferential factives. In a certain sense, this may be the case for the emo-
tive factives, since it seems like sentences containing them imply that the holder of the emotion also believes the
subordinate clause to be true. If all preferential factives are emotive (and show this behavior), this might suggest
that there are no non-representational factives. One must tread carefully here, however, since not all entailments
need be encoded in the meaning of the verb—i.e. this belief entailment could plausibly arise via the same sorts
of pragmatic processes that give rise to the factive presupposition in the first place. In the remainder of this pa-
per, we treat all emotives—factive (e.g. love, hate) or non-factive (e.g. hope, worry)—as both representational and
preferential, since we believe it to be the most consistent treatment for our purposes, but we recognize the subtlety.

12This paradigm is filled out by what Lahiri (2002) calls rogatives, like wonder and (for some speakers) ask. Won-
der, at least, takes only subordinate questions and not nonquestions.

13Whether assertivity fully cross-cuts representationality is unclear, since the only verbs that have both a prefer-
ential component and are plausibly assertive are the emotive doxastics (e.g. worry, hope, fear) which also arguably
have a representational component.
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(20) a. Bo {thinks, said} so.
b. *Bo hates so.

Hooper (1975) claims that the assertivity distiction cross-cuts the factivity distinction to give
rise to a further split between semi-factives (assertive factives), like know, and true factives
(nonassertive factives), like love and hate (see Karttunen 1971 for an early description of this
distinction).14 Important for our purposes is that the semi-factive v. true factive distinction
appears to correlate (i) with the (semantic) representationality distinction—semi-factives also
tend to be cognitive factives and true factives, emotive factives—and (ii) at least two sorts of
syntactic distinctions.

First, semi-factives tend to allow both polar (21a) and WH (21b) questions, but true factives
tend to allow only WH questions (22b), not polar questions (22a) (Karttunen, 1977).15

(21) a. Jo knows if/whether Bo sliced the bread.
b. Jo knows if/whether Bo sliced the bread.

(22) a. *Jo {loves, hates} if/whether Bo sliced the bread.
b. Jo {loves, hates} how Bo sliced the bread.

Guerzoni (2007) notes, however, that this correlation is not perfect, since some canonical semi-
factives like realize resist polar questions in many contexts.

Second, semi-factives tend to allow complementizer ommission (23a), but true factives tend
not to (23b). This second correlation is less strong and is likely modulated by syntax: expletive
subject emotive factives appear to be better with complementizer omission, particularly when
they passivize (see Grimshaw 2009 for further recent discussion of complementizer ommis-
sion).

(23) a. I {know, realize} (that) Jo already went to the store.
b. I {hate, love} *(that) Jo already went to the store.

(24) a. It {amazed, bothered}me ???(that) Jo already went to the store.
b. I was {amazed, bothered} ?(that) Jo already went to the store.

1.3.4 Communicativity

Communicativity, transparent from its name, roughly corresponds to whether a verb refers to
a communicative act, or perhaps more generally, (manner of) externalization of linguistic form.
This distinction cross-cuts at least the representationality distinction—there are both represen-
tational communicatives, like say and tell, and preferential communicatives, like demand—and
perhaps other distinctions as well, such as the factive-nonfactive distinction (see Anand and
Hacquard 2014 for extensive discussion of whether communicativity truly cross-cuts factivity
or not).16

The syntactic correlates of communicativity seem quite apparent on the surface. Commu-
nicative verbs, along with a subordinate clause, tend to take noun phrase (25a) or prepositional
phrase (25b) arguments representing their communicatee (Zwicky, 1971).

14The pragmatic effects that distinguish semi-factivity from true factivity are beyond the scope of this paper.
Much ink has been spilled regarding the nature of semi-factivity in recent years, however, so the interested reader
is encouraged to see, e.g., Simons 2001; Abusch 2002; Abbott 2006; Romoli 2011.

15Kyle Rawlins (p.c.) points out that the traditional description of this correlation concerns cognitive v. emotive
factives and not necessarily semi- v. true factives. At least in the verbal domain (and possibly outside it), these
two descriptions seem to be extensionally equivalent, though we recognize that which distinction is relevant does
matter (cf. Abels, 2004).

16Whether say and tell are only representational is a question. Both can be used to talk about commands condi-
tional on their taking a nonfinite subordinate clause. In any case, they plausibly have something like a representa-
tional use with finite subordinate clause.
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(25) a. Bo told me that Jo went to the store.
b. Bo said to me that Jo went to the store.

But though this is often treated as a clearly marked distinction, there are various reasons to be
cautious about it. For instance, note that demand and tell can occur in string-identical contexts
with want and believe. These string-identical contexts appear to be be distinguished only given
some parse of the string. Wanting and believing don’t seem to involve anything besides a
wanter/believer and a thing wanted/believed. In contrast, telling and demanding seem to
require a tellee/demandee.

(26) Bo {told, demanded, wanted, believed} Jo to be happy.

This is plausibly syntactically encoded. Note that the pleonastic element there, which is plausi-
bly an overt cue to the particular syntactic configuration in question, is only allowed with want
and believe, but not tell and demand. This has been used to suggest that tell and demand in (26)
involve an underlying object while want and believe do not.

(27) Bo {*told, *demanded, wanted, believed} there to be a raucous party.

Further, there are some string-identical contexts that both communicative and noncommunica-
tive verbs can appear in which plausibly have no syntactic (or perhaps even selectional) dis-
tinctions. For instance, the communicative verb promise and the verb deny, which is plausibly
noncommunicative in this syntactic context, both allow constructions with two noun phrases.

(28) Bo {promised, denied} Bo a meal.

This is not to say that the semantic distinction has no syntactic correlates, of course; it is just to
say that they may not be apparent from the string context.

1.3.5 Perception

The final class we consider is the perception predicates, like see, hear, and feel. These predicates
form a somewhat small class, and all allow bare verb phrase subordinate clauses (29a) and
gerundive verb phrase subordinate clauses (29b).

(29) a. Jo {saw, heard, felt} Bo leave.
b. Jo {saw, heard, felt} Bo leaving.

While bare verb phrase subordinate clauses are relatively distinctive of perception predicates,
gerundive verb phrase subordinate clauses can occur with predicates that do not clearly in-
volve perception, such as remember.

(30) Jo remembered Bo leaving.

1.3.6 Discussion

In this section, we briefly reviewed the literature on the syntax and semantics of propositional
attitude verbs. One thing we note throughout the section is that, though there appear to be
some possibly useful correlations between attitude verb syntax and semantics, in many cases,
it remains unclear how robust these correlations actually are. This raises two questions: in
cases where the correlations are only partial, (i) is this because the syntax really only par-
tially correlates with that distinction or have some other correlations with that distinction been
missed?; and (ii) is the distinction in question even the best one to generalize from or is there
some other distinction correlated with it that is better?

12



C S D

Y X

CI P

Figure 3: Schematization of Fisher et al.’s methodology in relation to the model presented
above.

To some extent these questions can be answered using traditional distributional analysis of
the sort reviewed above. To address the first question, one holds constant the semantic proper-
ties in question—e.g. representationality, factivity, etc.—and then investigates more and more
fine-grained hypotheses about the syntactic distributions that correlate with them. To address
the second question, one holds the hypotheses about the syntactic distributions constant—e.g.
by investigating verbs that take both question and nonquestion subordinate clauses—and then
tests more fine-grained hypotheses about the semantic properties of those verbs.

This seems to be exactly the right tack. The worry, however, is that these finer-grained hy-
potheses will be very difficult to test using informal (syntactic or semantic) judgments alone
due to the inherent uncertainty that lies in these judgments when given by only a single re-
searcher. In the next section, we discuss a method for remedying this worry by augmenting
traditional distributional analysis with quantitative tools.

1.4 Augmenting traditional distributional analysis

In their seminal paper, Fisher et al. (1991) present a similar worry about traditional distribu-
tional analysis. They argue that

...only those semantic generalizations that can be readily labeled by the investigator
are likely to be discerned. It may well be that there are semantic abstractions which,
while correlated with the syntax, are not so easy to puzzle out and name. (p. 342)

This methodological problem arises, they argue, as a consequence of confounding isolation
of a property and labeling of that property, since “...disagreements over labels for semantic
features can get in the way of deciding whether those features are marked in the syntax” (ibid,
p. 342). Note that this is analogous to the labeling problem (discussed above): even assuming
syntactic distribution is attended to, how does a learner link the appropriate features of that
distribution (syntactic contexts) to the appropriate meaning components?

Their methodological solution has two components: (i) some method for independently
measuring (a) the array of syntactic contexts a verb i can occur in (its syntactic distribution)
and (b) that verb’s meaning; and (ii) some way of comparing these two measures. Within the
above abstraction, (i) involves measuring the syntactic distributions D and the concepts C—
likely indirectly—while (ii) involves specifying a method for (a) reconstructing C and D and
(b) comparing these reconstructions. This methodology is schematized in Figure 3.

To implement these components, Fisher et al. begin by obtaining, for a set of verbs span-
ning the lexicon, semantic similarity judgments for those verbs—call the resulting data y. The
idea here is that such quantitative representations allow one to bypass the sort of explicit la-
beling inherent to the traditional method, since distinctions among features salient to the par-
ticipants are not explicitly invoked.17

17There is a question here to what extent the semantic proxy y is solely dependent on C and not, e.g., D itself.
Fisher et al. give various arguments that y is plausibly the product of participants utilizing some aspects of the
meaning of the words in the task independently of the correspond syntactic distributions D. As far as we can
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Their goal is to then compare this proxy y with a quantitative representation of those verbs’
syntactic distributions gathered using an acceptability judgment task.18 We refer to these sorts
of quantitative representations as x, an approximation of D. Fisher et al.’s question is then
how well the semantic similarity judgments y and acceptability judgments x match up and in
what ways do they match up.

Fisher et al. use this methodology to study the high-level correlations between semantics
and syntax, using a fairly coarse-grained notion of syntactic frame that does not distinguish
among the various syntactic features that are potentially relevant to attitude verb semantics.
In the remainder of this paper, we deploy Fisher et al.’s methodology to investigate these
correlations at a more fine-grained level.

1.5 Discussion

We began this section by reviewing the problem of hard words in word-learning, focusing on a
particular subset of such words: the propositional attitude verbs. We discussed two problems
for attitude verb learning: the observability problem and the multi-faceted meaning problem.
We then reviewed the now-standard solution to this problem proposed in the syntactic boot-
strapping literature. We noted that, though this solution is fairly standard, little is known
about how effective it could be for attitude verb learning, since it is still unclear how strong
the correlations between attitude verb syntax and semantics are.

In this paper, we fill this lacuna by employing a methodology originally used by Fisher et al.
to study high-level correlations between verb syntax and semantics. In Section 2, we present
an experiment aimed at measuring the acceptability of a variety of propositional attitude verbs
in different syntactic contexts. There, we ask how well the classification laid out in Section 1.3
can be predicted using the syntax. In Section 3, we present two experiments aimed at getting a
measure of how similar in meaning naı̈ve speakers take the propositional attitude verbs from
the first experiment to be. There, we ask (i) how well the classification laid out in Section
1.3 can be used to predict the similarity judgments and (ii) how well the data from the first
experiments can be used to predict these same judgments. In Section 4, we conclude.

2 Experiment 1: verb-frame acceptability

In this section, we present an experiment aimed at measuring the acceptability of a variety
of propositional attitude verbs in different syntactic contexts. Our goal here is to assess the
extent to which claims from traditional distributional analysis regarding correlations between
syntax and semantics hold up. To do this, we compare the results of the acceptability judgment
experiment against a previous classification of attitude verbs that synthesizes classifications
from much prior theoretical literature. This allows us to quantitatively assess how closely
these previous classifications are tracked in the syntax.

2.1 Design

Thirty propositional attitude verbs were selected in such a way that they evenly spanned the
classes in Hacquard and Wellwood’s (2012) semantic classification. This classification is es-
sentially a more elaborated version of the classification presented in Section 1.3, synthesizing

discern, it would be nearly impossible to tell whether the similarity judgments y are a product (to some extent) of
comparing of verbs’ syntactic distributions D or whether they are a product of conceptual feature correlated with
those distributions.

18Lederer et al. (1995) took a similar tack, using the same sort of semantic similarity judgment task but replacing
acceptability judgments with syntactic distributions extracted from a corpus.
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much of the previous theoretical literature on the propositional attitude verb classes.19

We then selected 19 syntactic features whose distribution has been claimed to be sensitive
to attitude verb lexical semantics (see Section 1.3). These features consist in five broad types:
clausal complement features, noun phrase (NP) complements, prepositional phrase (PP) com-
plements, expletive arguments, and anaphoric arguments.20 (Note that we break these features
into types for expository purposes only. No special status is afforded to these groupings in the
analysis.)

2.1.1 Features of interest

Six types of clausal complement features were selected: finiteness, complementizer overt-
ness, subordinate subject overtness, subordinate question type, S-lifting, and small clause type.
Finiteness had two values: finite (31a) and nonfinite (31b).

(31) a. Jo thought that Bo went to the store.
b. Jo wanted Bo to go to the store.

Complementizer presence had two values: present (32a) and absent (32b).

(32) a. Jo thought that Bo went to the store.
b. Jo thought Bo went to the store.

Embedded subject presence had two values: present (33a) and absent (33b) and is relevant
only when the clause is finite and has no overt complementizer.

(33) a. Jo wanted Bo to go to the store.
b. Jo wanted to go to the store.

Embedded question type had three values: nonquestion (34a), polar question (34b), and WH
question (34c). Only adjunct questions were used, since constituent questions are ambiguous
on the surface between a question and a free relative reading.

(34) a. Jo knows that Bo went to he store.
b. Jo knows if Bo went to he store.
c. Jo knows why Bo went to he store.

S-lifting had two values: first person (35a) and third person (35b).

(35) a. Bo went to the store, I think.
b. Bo went to the store, Jo said.

Small clause type had two values: bare small clause (36a) and gerundive small clause (36b).

(36) a. Jo saw Bo go to the store.
b. Jo remembered going to the store.

Two NP structures were selected: single (37a) and double objects (37b). NPs were chosen so as
not to have an interpretation in which they could be interpreted to have propositional content
(Moulton, 2009a,b; Uegaki, 2012; Rawlins, 2013; Anand and Hacquard, 2014).

19Other large scale attitude verb classifications exist—see, for instance, the extensions to VerbNet (Kipper-
Schuler, 2005) proposed in Korhonen and Briscoe (2004); Kipper et al. (2006) and the classifications given in
FrameNet (Baker et al., 1998). This classification was chosen because it hews most closely to classes discussed
above and in the theoretical literature more generally.

20A sixth feature—degree modification—was also selected for investigation. We exclude this from our analyses
since the information degree modification carries is likely purely—or at least mostly—semantic in nature.
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(37) a. Jo wanted a meal.
b. Jo promised Bo a meal.

A third feature relevant to NP complements—passivization—was also included (38). The
availability of structures like (38) and the unavailability of structures like (33a), appears to
correlate with whether a predicate’s eventivity and/or its encoding of manner (Postal, 1974,
1993; Pesetsky, 1991; Moulton, 2009a,b, see also Zwicky 1971 for other syntactic and semantic
features that track manner of speech).

(38) Bo was said to be intelligent.

Two types of PP complement were selected: PPs headed by about (39a) and PPs headed by to
(39b).

(39) a. Jo thought about Bo.
b. Jo said to Bo that she was happy.

Three types of expletive arguments were selected: expletive it matrix subject, expletive it ma-
trix object, and expletive there matrix object/embedded subject.

(40) a. It amazed Bo that Jo was so intelligent.21

b. Bo believed it that Jo was top of her class.
c. Bo wanted there to be food on the table.

Three types of anaphoric complement features were selected: so (41a), null complement/intransitive
(41b), and nonfinite ellipsis (41c). (Note that we cannot be sure that the structure in (41b) in-
volves null complements in either Williams’s (2015, Ch. 5) broad or narrow sense for all verbs.
See Hooper 1975; Hankamer and Sag 1976; Grimshaw 1979; Depiante 2000; Williams 2012 for
further discussion of these structures.)

(41) a. Jo knew so.
b. Jo remembered.
c. Jo wanted to.

2.1.2 Stimulus construction

These 19 features were then combined into 30 distinct abstract frames. (Again, note that the
features are mentioned for expository purposes only. They do not enter into the analysis in
any formal sense.) These abstract frames are listed along the y-axis in Figure 5. Each categorial
symbol in the frame should be interpreted as follows:

NP NP constituent (e.g. Jo)
WH (Adjunct) WH word (e.g. why)
V Bare form of verb (e.g. think)
VP Verb phrase with verb in bare form (e.g. fit the part)
S Tensed clause without complementizer (e.g. Bo fit the part)

For each abstract frame, three instantiations were generated by inserting lexical items, re-
sulting in 102 frame instantiations. These 102 frame instantiations were then crossed with the
30 verbs to create 3060 total items.

Thirty lists of 102 items each were then constructed subject to the restriction that the list
should contain exactly 3 instances of each verb and exactly 3 instances of each frame and that

21It is difficult to force the subject in a sentence like (40a) to be interpreted nonreferentially. As we see in Figure
5, this likely affected the judgments for verbs like tell, which are fine in this frame if the subject is interpreted
referentially.
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the same verb should never be paired with the same frame twice in the list. (That is, no verb
showed up with more than one instantiation of the same frame in a single list.)

These lists were then inserted into an Ibex (version 0.3-beta17) experiment script with each
sentence displayed using an unmodified AcceptabilityJudgment controller (Drummond,
2014). This controller displays the sentence above a discrete scale. Participants can use this
scale either by typing the associated number on their keyboard or by clicking the number on
the scale. A 1-to-7 scale was used with endpoints labeled awful (1) and perfect (7). All materials,
including the instructions participants received, are available on the first author’s github.

2.2 Participants

Ninety participants (48 females; age: 34.2 [mean], 30.5 [median], 18–68 [range]) were recruited
through Amazon Mechanical Turk (AMT) using a standard Human Intelligence Task (HIT)
template designed for externally hosted experiments and modified for the specific task. Prior
to viewing the HIT, participants were required to score seven or better on a nine question
qualification test assessing whether they were a native speaker of American English. Along
with this qualification test, participants’ IP addresses were required to be associated with a
location within the United States, and their HIT acceptance rates were required to be 95% or
better. After finishing the experiment, participants received a 15-digit hex code, which they
were instructed to enter into the HIT. Once this submission was received, participants were
paid $3.50.

2.3 Data validation

Even with the stringent requirements listed above—a qualification test, IP restriction, and high
HIT acceptance rate—some participants attempt to game the system. There are two main ways
that participants do this: (i) submitting multiple HITs despite being instructed not to and (ii)
not actually doing the task—e.g. choosing responses randomly.

The first is easy to detect. When data are submitted in Ibex, the submitting participant’s
IP address is converted into an MD5 hash, which is in turn associated with the responses they
submit. This hash can then be used to check whether participants followed instructions in only
submitting a single HIT. Two participants submitted multiple HITs: one participant submitted
three and another submitted two. In both of these cases, only the first submission was used.22

The second requires more care to detect. Here, we use the fact that multiple participants
did the same list. The idea is to compare each participant’s responses against those of all
other participants that saw the same list. If a participant has low agreement with the other
participants that saw the same list and the other participants show high agreement with each
other, then we conclude that the disagreeing participant was providing lower quality data and
remove them from the analysis.

To implement this, we calculated Spearman rank correlations between each participant’s
responses and those of every other participant that did the same list. For instance, if partici-
pants x, y, and z all did list 1, we would compute the correlation between x’s and y’s responses,
x’s and z’s, and y’s and z’s. We then inspected the distribution of these correlations for outliers.

The median Spearman rank correlation between participant responses is 0.64 (mean=0.63,
IQR=0.69-0.58). To find outliers, we use Tukey’s method. In Tukey’s method, an observation—
here, a correlation between two subjects’ judgments—is deemed an outlier if that observation
falls below the first quartile (Q1) minus 1.5 times the interquartile range (IQR)—i.e. the dif-
ference between the third quartile and the second—or above the third quartile (Q3) plus 1.5
times the interquartile range. Four comparisons fall below Q1-1.5*IQR and none fall above

22Note that this method does not distinguish between one participant attempting to submit multiple HITs from
the same IP and two participants each submitting a single HIT from the same IP. We err on the side of caution in
filtering all the but the first HIT from the same IP.
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Figure 4: Schematization of data normalization in relation to the model presented in Section 1.

Q3+1.5*IQR. The four that fall below are due to two participants, each from a different list.
Perhaps not coincidentally, those participants were also the ones that submitted multiple HITs.
The remainder of the analyses exclude responses from these two participants, resulting in 86
unique participants.

After excluding these participants, the median remains the same (to two significant figures)
and the mean shifts upward slightly, from 0.63 to 0.64. (This is to be expected since the mean
is more sensitive to outliers.) The IQR becomes slightly smaller, and Q1 shifts slightly upward
(IQR=0.69-0.59). These correlations are comparable to those reported by Fisher et al. (1991).

2.4 Results

In this section, we investigate the extent to which attitude verb classifications based on tra-
ditional distributional analysis are predictable from our acceptability judgment data. This in-
vestigation has three parts: (i) normalizing the acceptability judgment data across participants
and items to remove noise in the judgments arising from those two sources (Section 2.4.1); (ii)
preparing the acceptability judgment data to act as predictors by decorrelating the judgments
using various matrix factorization methods—e.g. PCA (Section 2.4.2); and (iii) predicting verb
classes from traditional distributional analysis using those decorrelated judgments (Section
2.4.3).

These three steps straightforwardly relate to the model presented in Section 1—a relation-
ship we discuss in detail through the section. The first step can be viewed as inferring the
true syntactic distributions D from acceptability judgments x; the second can be viewed as
inferring grammatically relevant semantic features S from the syntactic distributions D; and
the third can be viewed as mapping from these grammatically relevant semantic feature S
into a representation of S derived from traditional distributional analysis. These steps pave
the way for our comparison of the grammatically relevant features S inferred below with the
representation of C we infer from the semantic similarity judgments presented in Section 3.

2.4.1 Data normalization

In this section, we address how to obtain an estimate of the actual acceptability of a verb-frame
pair from our ordinal scale judgments. This can be seen as a way of taking our acceptability
judgments x and inferring the underlying acceptabilities D that gave rise to them. Within the
model laid out in Section 1, this can be schematized as in Figure 4.

One option for doing this is to just take the mean over the ordinal scale judgments for
a particular verb-frame pair as though they were in fact interval-valued—i.e. as though the
distance in acceptability space between a 1 and a 2 rating were the same as that between a 2
and a 3 rating, a 3 and a 4 rating, etc.

This method ignores two issues. First, it is well-known that participants use the same
ordinal scale in different ways: some use the endpoints (here, 1 and 7) almost exclusively
while others might not use them at all, preferring the middle values (here, 2 through 6).23 This

23This phenomenon is well-known in the psychometrics literature, but see Schütze and Sprouse 2014 and cita-
tions therein for discussion of acceptability judgments in particular.
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CUTPOINTS ADDITIVE MULTIPLICATIVE LOG-LIKELIHOOD AIC
Equidistant True False -8078 24254
Equidistant False True -8509 25116
Equidistant True True -7268 22808
Varying True False -7989 24084
Varying False True -8061 24228
Varying True True -7084 22448

Table 2: Comparison of normalization models for acceptability judgments.

means, for instance, that one participant’s 3 rating might be equivalent to another participant’s
1 rating, depending on their scale use preferences. Second, the ratings for a particular verb-
frame pair come from 3 distinct items, introducing the possibility that certain items may draw
an acceptability rating up or down at random.

The standard way of addressing the first issue (in the psycholinguistics literature) is to nor-
malize the data by-participant—e.g. using a methods such as z-scoring or ridit scoring. The
problem, here, is that neither such method can simultaneously address the second issue—item-
based variability—without modification. Insofar as the assumptions of these transformations
are satisfied, this is not an issue in other studies, since acceptability is generally treated as
a dependent variable, not a predictor, and thus item variability can be taken into account in
whatever confirmatory analysis follows the transformation—generally, using random inter-
cepts for item in a linear mixed model.

To address these two issues here, we employ an ordinal mixed model similar in form to
the polytomous Rasch model (Rasch, 1960; Andersen, 1977; Andrich, 1978; Masters, 1982). A
review of ordinal mixed models—specifically, proportional-odds cumulative logit models (see
Agresti 2014 for a more extensive review)—can be found in Section A.1 of the Appendix.

2.4.1.1 Comparison of mixed effects ordinal regression normalization models In this sec-
tion, we fit six different kinds of ordinal mixed model to our data to obtain an estimate of the
acceptability of a verb v in a frame f , filtering out participants’ variable scale use and item
effects. Following the discussion in Section 1, we denote the latent acceptability of verb v in a
frame f as dvf . Supposing that xvfmn is the response given by participant n to item m of verb-
frame pair (v, f), the item random intercepts are given by u1m ∼ N (0, σ2item) and the subject
random intercepts are given by u2n ∼ N (0, σ2subj−add) and u3n ∼ N (0, σ2subj−mult), we consider
the following six models.

Equi add P(xvfmn ≤ r | dvf , i,U) = logit−1((r − 1)i− (d+ u1m + u2n))

Equi mult P(xvfmn ≤ r | dvf , i,U) = logit−1(|u3n|(r − 1)i− (d+ u1m))

Equi add-mult P(xvfmn ≤ r | dvf , i,U) = logit−1(|u3n|(r − 1)i− (d+ u1m + u2n))

Varying add P(xvfmn ≤ r | dvf , i,U) = logit−1
([∑r

j=1 ij

]
− (d+ u1m + u2n)

)
Varying mult P(xvfmn ≤ r | dvf , i,U) = logit−1

([
|u3n|

∑r
j=1 ij

]
− (d+ u1m)

)
Varying add-mult P(xvfmn ≤ r | dvf , i,U) = logit−1

([
|u3n|

∑r
j=1 ij

]
− (d+ u1m + u2n)

)
For each model, we use gradient descent with momentum (Rumelhart and McClelland, 1986;
McClelland and Rumelhart, 1986) and learning rate annealing with a search-then-converge sched-
ule (Darken and Moody, 1990) to obtain the Maximum Likelihood Estimate (MLE) of D, i or i,
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Figure 5: Normalized verb-frame acceptability judgments. Darker shades mean higher nor-
malized ratings.

U, σ2item, and σ2subj—call this estimate θMLE.24 Each model was implemented in version 0.7 of
the python package theano (Bergstra et al., 2010; Bastien et al., 2012); this implementation is
available on the first author’s github.

The log-likelihood of the MLE, lnL(θMLE | x;M), for each modelM was then computed.
To conduct model comparison, we use the Akaike Information Criterion (AIC; Akaike 1974).
The AIC for a modelMwith parameters θ is given by

AIC(M) = 2k − 2 lnL(θMLE | x;M)

where k is the number of parameters in θMLE. This metric rewards a model for associating the
data with a lower likelihood but penalizes it proportional to the number of parameters it has,
since the more parameters a model has, the more likely it is to overfit the data—i.e. fit to noise.

Table 2 shows the log-likelihood and AIC for each of the six normalization models. The
best fitting model, after penalizing for complexity using AIC, is the varying cutpoint additive-
multiplicative model.25 We extract the MLE of D—the matrix of verb-frame acceptabilities,
given in Figure 5—from this model and feed this matrix into various matrix factorization al-
gorithms to decorrelate.

2.4.2 Data decorrelation

When the predictors entered into a model are correlated, fitting procedures often have a hard
time deciding which of the correlated variables to use. This causes instability in the model
fits that can affect downstream inference. This is a real worry for our data, since we have

24Indeed, the estimates of U, σ2
item, and σ2

subj will be Maximum A Posterior (MAP) estimates.
25This suggests that, at least for this dataset, a standard normalization such as z-scoring would have been in-

appropriate, even controlling for item effects. We urge other psycholinguistics researchers to take heed of this
possibility when analyzing ordinal scale data, since using possibly inappropriate normalization methods like z-
scoring could well affect downstream inferences.
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Figure 6: Correlation between frame judgments (columns of Figure 5).

a fairly large number of highly positively correlated frame judgments. This can be seen in
Figure 6, which shows the distribution of these correlations. To remedy this instability, it is
common to apply an information preserving (reversible/invertible) transformation to the data
that produces uncorrelated (orthogonal) predictors. The most popular such transformation is
Principal Component Analysis (PCA; Jolliffe 2002).

Beyond its importance as a technique for decorrelating predictors, we believe that PCA
(and its ilk) might be useful as a theoretical tool (cf. Landauer and Dumais, 1997). Specifically,
we would like to suggest that PCA and similar methods might fruitfully be viewed as discov-
ering grammatically relevant semantic features S given syntactic distributions D, schematized
in Figure 7. This view highlights PCA’s use as a method for conducting matrix factorization,
wherein one representation is factored into two: one that encodes relationships between verbs
in the original dataset on new dimensions and another that maps from this encoding to the
original dataset.

Different sorts of matrix factorization techniques are more or less apt at discovering certain
kinds of patterns in data, raising the possibility that different techniques will give rise to verb
semantic representations that are better or worse approximations to the ones humans actually
have. For instance, Landauer and Dumais (1997) propose that PCA—or more specifically, an
intimately related technique known as Singular Value Decomposition (SVD)—produces good
approximations of human semantic representations. More recently, another family of tech-
niques known under the heading of Nonnegative Matrix Factorization (NMF; Lee and Seung
1999) has been claimed to produce good lexical semantic representations (Murphy et al., 2012;
Fyshe et al., 2014, 2015). In the latter case, it has been claimed that this method is best coupled
with sparsity constraints on the semantic representations. (See Section A.2 in the Appendix for
a high-level review of PCA, NMF, and their sparse variants.)

In the remainder of this section, we apply each of these matrix factorization techniques to
our normalized acceptability judgment data with the mutually supportive goals of (i) reduc-
ing correlations among predictors and (ii) constructing a representation of each verb’s gram-
matically relevant semantic features. We then use the resulting representations to predict the
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Figure 7: Schematization of matrix factorization in relation to the model presented in Section
1.

attitude verb classification reviewed in Section 1. Our ultimate goal is to assess whether the
classification presented in Section 1 is indeed encoded in the syntactic distributions, but this
comparison can also be taken as a contribution to the growing literature on methods for ex-
tracting semantic features from linguistic context.

2.4.3 Predicting attitude verb classes

In this section, we ask how well the acceptability judgments can be used to predict the classi-
fication of attitude verbs presented in Section 1. This has two parts: (i) a transformation of the
normalized acceptability judgment data D to (a) reduce correlation between variables and (b)
extract verbs’ grammatically relevant semantic features; and (ii) use of that transformed data
to predict each class discussed in Section 1, represented as a binary variable. The transforma-
tions we consider are PCA, sparse PCA, NMF, and sparse NMF, and the classes we consider
are REPRESENTATIONAL, PREFERENTIAL, PERCEPTION, FACTIVE, COMMUNICATIVE, and AS-
SERTIVE. The classification we use is given in Table 3.

2.4.3.1 Methodology Each transformation was applied to the normalized acceptability judg-
ment data D using the implementation available in the decomposition module in version
0.16.1 of the python sklearn package (Pedregosa et al., 2011). Prior to applying either PCA
transformation to the normalized acceptability judgment data, the frame judgments (each col-
umn of Figure 5) were first mean-centered and standardized, and prior to applying either NMF
transformation to the normalized acceptability judgment data, the frame judgments were first
shifted, so that the minimum value was zero, and then divided by the resulting maximum, so
that all values lie on the unit interval and the highest value in each column was equal to one.
For PCA, all 30 principal components—equal to the number of frames—were retained for later
prediction; for sparse PCA, NMF, and sparse NMF, 30 components were learned. For sparse
PCA and sparse NMF, grid search was used to select the regularization parameter from the
values 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, and 10.0 based on the cross-validation described below. For
sparse NMF, we induce sparsity on the verb representation.

Each transformed dataset was entered into logistic regressions with L1 regularization (cf.
LASSO regression; Tibshirani 1996).26 As for the transformation sparsity, grid search was used
to select the regularization parameter from the values 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, and 10.0 based on
the cross-validation described below. This regularization helps to force the model to select only
a few features to predict from. To validate these regressions, leave-one-out crossvalidation was
used, wherein the transformed data for one verb was removed from the training set, the model
fit, and that verb’s class predicted. This was carried out for all verbs in all transformations for
all classes. The accuracy over verbs for each tuple of transformation, class, sparsity parameter,
and regularization parameter was then computed by averaging over the cross-validation accu-
racies. The maximum of the averages over the transformation sparsity parameter (for sparse
PCA and sparse NMF) and regression regularization parameter was taken. Table 4 shows
these accuracies—with an asterisk denoting an accuracy that is better than always guessing

26See Rooth 1995; Stevenson and Merlo 1999; Schulte im Walde 2000; Merlo and Stevenson 2001; Korhonen 2002;
Schulte im Walde and Brew 2002; Schulte im Walde 2003, 2006; Vlachos et al. 2008, 2009; Alishahi and Stevenson
2008 for alternative methods of evaluating existing classifications with respect to syntactic distributions.
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VERB REPR PREF FACT ASSERT COMM PERCEPT

allow
amaze

believe
bother

demand
deny

doubt
expect

feel
forbid
forget
guess

hate
hear

hope
imagine

love
need

pretend
promise

realize
remember

say
see

suppose
tell

think
understand

want
worry

Table 3: Classification of 30 verbs in experiment based on literature reviewed in Section 1.
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TRANSFORM REPR PREF PERCEPT FACT COMM ASSERT MEAN

PCA 0.933* 0.833* 0.967* 0.767* 0.867* 0.733* 0.850
sparse PCA 0.900* 0.833* 0.933* 0.800* 0.833* 0.933* 0.878

NMF 0.900* 0.700* 0.900 0.667 0.767 0.600 0.761
sparse NMF 0.900* 0.933* 0.967* 0.900* 0.833* 0.833* 0.894

Table 4: Cross-validation accuracy for each transformation and attitude verb class. Asterisks
represent accuracies that are better than a model that always chooses the most numerous class.
Bolding shows the transformation with the highest accuracy on that class.

the most likely category—a standard baseline model—and bolding denoting the best accuracy
across models for that class.

2.4.3.2 Results We see in Table 4 that all classes are predictable above the baseline accu-
racy by all transformations of the data besides standard NMF, which only predicts the REP-
RESENTATIONAL and PREFERENTIAL classes above baseline. This suggests that all six of these
classes—or at least some distinction correlated with each—are tracked in the syntax. It may
also suggest that, even if the syntactic distributions are poorly encoded, as they appear to be
in standard NMF, the REPRESENTATIONAL and PREFERENTIAL classes are encoded so robustly
in the syntactic distributions as to shine through even the poor encoding.

With respect to the performance of particular transformations, we see that sparse NMF
shows the best results overall. This is further corroboration of Murphy et al.’s (2012) finding
that sparse NMF, which they refer to as Nonnegative Sparse Embedding (NNSE), is superior
to other factorization methods in various tasks. To our knowledge, this is the first direct com-
parison of factorization methods on acceptability judgment data.

Besides knowing that a class is predictable, it is also useful to know which frames predict
it best. To assess this we analyze the logistic regression coefficients—which weight the dimen-
sions that each transformation produces—in conjunction with the mapping P to the original
transformation—which represents the projection rules. Thus, we can extract the relationship
between each frame and each class by weighting the mapping P (averaged over the cross-
validation) by the logistic regression coefficients and summing across the latent dimensions.27

Figure 8 shows the resulting weights for each class and each frame after standardization
by class (row). Darker shades show more positive values. To a large extent, these weights
corroborate the syntax-semantics relationships laid out in Section 1. The five highest weighted
frames for the representational class—NP Ved that S, S, I V, NP Ved if S, NP Ved, and NP Ved
there to —tend to be finite. The five highest weighted frames for the preferential class—It Ved
NP to VP, NP Ved for NP to VP, NP Ved NP to VP, NP Ved to VP, It Ved NP that S, and NP was Ved
to VP—tend to be nonfinite. The five highest weighted frames for the perception class—NP
Ved NP, NP Ved NP VP, NP Ved S, NP Ved WH S, NP Ved that S—include the bare VP subordi-
nate clause and NP complements. The five highest weighted frames for the factive class—NP
Ved WH S, NP Ved WH to VP, NP Ved about NP, NP Ved, NP Ved S—include both question
and nonquestion complements. And the five highest weighted frames for the communicative
class—NP Ved to NP that S, NP Ved NP S, NP was Ved to VP, NP Ved NP NP, NP Ved NP that
S—are all frames that involve NP and PP objects. The assertive class has only four nonzero
frames—S, NP Ved, S, I V, NP Ved, and NP Ved about NP—with S, NP Ved being much stronger
than the others. The S-lifting frames (S, NP Ved, S, I V) are two of the ones that Hooper (1975)
suggests are associated with assertivity.

27That is, we take the dot product of the regression coefficients, averaged over the cross-validation sets, for each
class and the mapping P.
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Figure 8: Frame weights (standardized) for each class derived from logistic regression coeffi-
cients and representation of projection rules P.

2.5 Discussion

In this section, we presented an experiment aimed at getting a measure of how acceptable a
variety of propositional attitude verbs are in different syntactic contexts. After normalizing
this acceptability measure with respect to subject and item effects, we employed four different
kinds of transformations—PCA, sparse PCA, NMF, and sparse NMF—to reduce correlations
among the frames. We suggested that this procedure has a further theoretical benefit in the
sense that it can be viewed as a way of extracting both grammatically relevant semantic fea-
tures S and projection rules P from the normalized acceptability judgments D.

For each of the above transformations, we compared the transformed data to the attitude
verb classification laid out in Section 1. We found that all of these classes could be predicted
well by most of the transformed datasets, suggesting that the classifications from traditional
distributional analysis are at least on track. We then showed that, beyond predicting the classes
well, the frames that traditional distributional analyses have suggested are associated with
each class are indeed associated with that class.

The worry that we raised in Section 1 still looms, however. Our predictive models in this
section did better than baseline, but their accuracies were not perfect. This imperfection could
be due to the fact that the classifications given in traditional distributional analysis literature
are merely correlated with the true distinction, and/or it could be that these distinctions are
not discrete at all. These possibilities could in turn arise (i) due to entrenchment of traditional
distinctions that work well enough and (ii) due to the precision of the sort of qualitative meth-
ods inherent to traditional distributional analysis.

In the next section, we present two experiments aimed at constructing a classification that
is less biased in these respects. To do this, we employ two sorts of semantic similarity judg-
ment tasks: a generalized semantic discrimination task and an ordinal scale similarity task.
The results of both tasks are compared to both the classification used above as well as the
acceptability judgment data presented in this section.

3 Experiments 2 & 3: verb similarity

In this section, we present two experiments aimed at getting a measure of how similar in mean-
ing naı̈ve speakers take the propositional attitude verbs from Experiment 1 to be. The first
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experiment (Experiment 2) employs a generalized semantic discrimination task—also known
as a triad or “odd man out” task—in which participants are given lists of three words and
asked to choose the one least like the others in meaning (Wexler, 1970; Fisher et al., 1991). The
second experiment (Experiment 3) employs an ordinal (likert) scale similarity task, in which
participants are asked to rate the similarity in meaning of a word pair on a 1-7 scale. The
reason we employ two similarity judgment tasks instead of one is so that we can obtain an
upper bound on the amount of variability we can reasonably expect a model that uses syntac-
tic distribution as a predictor of semantic similarity to explain. To this end, we compare the
similarity judgments against (i) each other, (ii) the classification presented in Section 1, and (iii)
the acceptability judgments.

In Sections 3.1 and 3.2, the two experiments are described, along with the normalization
models we employ to filter out participant-based variability in the judgments. In Section 3.3,
the three comparison listed above are conducted. In that last section, we also sketch out a
method for using these comparisons to derive a quantitatively based attitude verb classifica-
tion.

3.1 Experiment 2: generalized semantic discrimination task

3.1.1 Design

In this experiment, we aim to get a measure of how similar in meaning naı̈ve speakers take
the propositional attitude verbs from Experiment 1 to be. To do this, we constructed a list con-
taining every three-combination of the 30 verbs from Experiment 1 (4060 three-combinations
total). Twenty lists of 203 items each were then constructed by randomly sampling these three-
combinations, which we refer to as triads, without replacement.

These lists were then inserted into an Ibex (version 0.3-beta15) experiment script with each
triad displayed using an unmodified Question controller (Drummond, 2014). This controller
displays an optional question above a list of answers. In this case, the question was omitted
and the verbs making up each triad constituted the possible answers. Participants could select
an answer either by typing the number associated with each answer or clicking on the answer.
As for the acceptability judgment experiment presented in Section 2, all materials, including
the instructions participants received, are available on the first author’s github.

3.1.2 Participants

Sixty participants (28 females; age: 34.5 [mean], 31 [median], 18–68 [range]) were recruited
through AMT using a standard HIT template designed for externally hosted experiments and
modified for the specific task. All qualification requirements were the same as those described
in Section 2. After finishing the experiment, participants received a 15-digit hex code, which
they were instructed to enter into the HIT. Once this submission was received, participants
were paid $3.

3.1.3 Data validation

The data validation procedure is the same one described in Section 2 with the exception that
we calculate Cohen’s κ instead of Spearman’s ρ.28 The median Cohen’s κ between participant

28Both Fisher et al. and Lederer et al. compute Spearman rank correlations over count matrices constructed from
judgments across participants. The method they use is not available to us without significant alteration since we
collected data from more than two participants per list. Instead, we opt for a more standard measure of interrater
agreement here. This measure is preferable in any case since (i) it allows us to assess each participant’s reliability
at the same time as we assess overall agreement and (ii) it can be applied to the raw data instead of a statistic of the
data, as in the cases of Fisher et al. and Lederer et al..
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Figure 9: Schematization of data normalization (Sections 3.1.4 and 3.2.4) in relation to the
model presented in Section 1.

responses is 0.45 (mean=0.45, IQR=0.52-0.37).29 To find outliers, we use Tukey’s method. No
comparisons fall below Q1-1.5*IQR and none fall above Q3+1.5*IQR. Thus, we exclude no
participants.

The median agreement here is quite a bit lower than the interrater agreement found by
either Fisher et al. or Lederer et al.30 This is likely driven by the fact that we are investigating
a much smaller portion of the lexicon and thus are bound to find that participants have less
certainty about which verbs are more semantically similar.31 Another possible contributor to
this lower correlation is that Cohen’s κ is more conservative than Spearman’s ρ. As we see in
Section 3.2.3, however, the conservativeness of Cohen’s κ is not likely to be the culprit here,
since even Spearman’s ρ shows roughly the same amount of agreement among participants
using a different measure.

3.1.4 Data normalization

The fact that verbs are displayed in a list raises the worry that effects of position may arise,
either as an overall preference for a particular position and/or as a participant-specific prefer-
ence. We see both such preferences. Across participants, there is a bias for earlier positions—
proportion for position 1: 0.36, position 2: 0.34, position 3: 0.30—but substantial variability
among participants—interquartile range of participant bias for position 1: [0.33, 0.39], position
2: [0.31, 0.36], position 3: [0.27, 0.34].32 Thus, as in Section 2, we normalize the data prior to
analysis to control for biases a particular participant may have to choose a verb in a particular
position.

To carry out this normalization, we use a mixed effects multinomial logistic (maximum
entropy) model. This model predicts which verb position in a triad is chosen based on (i) the
(latent) similarities between each pair in the triad and (ii) the (latent) bias each participant has
to choose a verb in a particular position. This results in the following model

P(yv1v2v3n | C,U) = softmax(cv2v3 + un1, cv1v3 + un2, cv1v2 + un3)

where v1, v2, v3 are the verbs in positions one through three, respectively; yv1v2v3n represents
the response of participant n to the triad v1, v2, v3; C is a verb-by-verb matrix representing verb
similarity; un represents the bias of participant n to choose particular positions; and softmax is
the standard multinomial generalization of the logistic function.33

29An analysis of the distribution of Fleiss’ κ (the multi-rater generalization of Scott’s d) by list corroborates this
analysis (median=0.45, mean=0.45, IQR=0.48-0.40).

30Fisher et al. report Spearman’s ρ=0.81 (Exp. 1); 0.78 (Exp. 2); 0.76 (Exp. 3), 0.79 (Exp. 4), 0.72 (Exp. 5). Lederer
et al. report Spearman’s ρ=0.81.

31If this is indeed true, interrater agreement on this and other similarity judgment tasks could be a way of in-
vestigating the “semantic density” of a lexical neighborhood. Modeling reaction time, as a proxy for uncertainty,
might also be fruitful in future research.

32Some of this variability may be attributable to the list each participant received. Since the lists were between-
subjects and we are only concerned with controlling for the variability to normalize the data, this can safely be
explained by the random effects components.

33We furthermore impose a symmetry constraint on the C, wherein cij = cji. A model without this constraint
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CUTPOINTS ADDITIVE MULTIPLICATIVE LOG-LIKELIHOOD AIC
Equidistant True False -4397 9816
Equidistant False True -4652 10326
Equidistant True True -4125 9392
Varying True False -4361 9752
Varying False True -4392 9814
Varying True True -4070 9290

Table 5: Comparison of normalization models for ordinal similarity judgments.

We find the Maximum Likelihood Estimate (MLE) of C and U using gradient descent im-
plemented in version 0.7 of the python package theano. This implementation can be found on
the first author’s github. In Section 3.3, we use the MLE of C as our normalized representation
of the generalized semantic discrimination judgments.34

3.2 Experiment 3: ordinal similarity

3.2.1 Design

As in Experiment 2, we aim to get a measure of how similar in meaning naı̈ve speakers take
the propositional attitude verbs from Experiment 1 to be. To do this, we constructed a list con-
taining every pair of the 30 verbs from Experiment 1 along with the verb know (460 unordered
pairs, 920 ordered pairs). Twenty lists of 62 ordered pairs were then constructed such that ev-
ery verb was seen an equal number of times and no pair—either unordered or ordered—was
seen twice.

These lists were then inserted into an Ibex (version 0.3.7) experiment script with each pair
displayed using an unmodified AcceptabilityJudgment controller (Drummond, 2014).
This controller displays the verb pair separated by a pipe character—e.g. think | want—above
a discrete scale. Participants could use this scale either by typing the associated number on
their keyboard or by clicking the number on the scale. A 1-to-7 scale was used with endpoints
labeled very dissimilar (1) to very similar (7). To encourage them to make a symmetric similarity
judgment, participants were instructed to rate “the similarity between the meanings of the two
verbs” as opposed to rating how similar the first verb was to the second (or vice versa). All
materials, including the instructions participants received, are available on the first author’s
github.

3.2.2 Participants

Sixty participants were recruited through AMT. All qualification requirements were the same
as those described in Section 2.2. After finishing the experiment, participants received a 15-
digit hex code, which they were instructed to enter into the HIT. Once this submission was
received, participants were paid $1.

3.2.3 Data validation

The data validation procedure is the same one described in Section 2. The median Spearman
rank correlation between participant responses is 0.40 (mean=0.41, IQR=0.52-0.32). To find

was also fit but had a worse AIC than the model with the symmetry constraint. This suggests that participants
are in fact making judgments based on a symmetric understanding of similarity (or at least that we do not have
enough evidence to show that they are not).

34In fact, it may be more precise to consider this estimate to be of some intermediary representation that is not
itself C, but rather relationships among representations in C.
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Figure 10: Schematization of similarity prediction (Sections 3.3.2 and 3.3.3) in relation to the
model presented in Section 1.

outliers, we use Tukey’s method. No comparisons fall below Q1-1.5*IQR and none fall above
Q3+1.5*IQR. Thus, we exclude no participants.

3.2.4 Data normalization

Since these data are ordinal, we use the data normalization procedure described in Section
2.35 Table 5 gives the log-likelihood and AIC for each model. As in Section 2, the best fitting
model, penalizing for complexity, is the model with varying cutpoints and both additive and
multiplicative subject random effects. We use the MLE of the similarities inferred by this model
in the remainder of this section.

3.3 Predicting similarity judgments

In this section, we construct three models for predicting the normalized similarity judgments.
The first model, employed for comparing the two similarity datasets, uses the normalized
similarities from one similarity dataset to predict the other. This model is used throughout
the rest of the section as a baseline with which to assess the results of the other two models,
which predict similarities based on the classification given in Section 1 and the transformed
acceptability judgments described in Section 2. This use as a baseline is licensed by the fact
that predicting one set of similarities from another represents a reasonable upper bound on the
expected performance of models not using similarity as a predictor. At the end of this section,
we return to the idea, laid out in Section 1, that these analyses can be seen as a quantitative
augmentation of traditional distributional analysis, and we sketch out a general method for
inferring a quantitatively derived classification from these datasets.

3.3.1 Comparsion of similarity datasets

Figure 11 plots the generalized semantic discrimination judgments against the ordinal scale
similarity judgments, both after normalization and standardization. Overall, the correlation
between responses on the generalized semantic discrimination task and those on the ordinal
scale task are at about the same level as the correlations among participants within each exper-
iment (Spearman’s ρ=0.437, p < 0.001). This suggests not only that these two tasks are tapping
similar aspects of participants’ semantic knowledge but that they do so at the limit of what we
would expect given inter-annotator agreement within each experiment.

Fitting a linear model to these data, with the (normalized and standardized) ordinal scale
similarity ratings as the dependent variable and the (normalized and standardized) general-
ized semantic discrimination similarity as the independent variable, we obtain an r2 of 0.172.36

In the next two sections, this r2 is used as a baseline against which to compare (i) models that
predict the similarity judgments given the classification presented in Section 1 and (ii) mod-
els that predict the similarity judgments given the normalized and transformed acceptability
judgments.

35As for the generalized semantic discrimination normalization model, we constrain the similarities inferred to
be symmetric. Each model was also fit without this constraint, and the AICs were found to be worse in comparison
to the corresponding model with the constraint.

36Note that the r2 is the same regardless of which similarities are taken as the dependent variable.
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Figure 11: Generalized semantic discrimination semantic similarity ratings (normalized and
standardized) plotted against ordinal scale similarity ratings (normalized and standardized).

3.3.2 Predicting similarities given attitude verb classes

Each normalized similarity dataset was entered into a linear regression with SIMILARITY as the
dependent variable and the value of REPRESENTATIONAL, PREFERENTIAL, PERCEPTION, FAC-
TIVE, COMMUNICATIVE, and ASSERTIVE for the two verbs whose similarity is being predicted
as the dependent variables.37 All main effects were included as well as interactions between
each verb’s value on same classes. That is, the interaction between the first verb’s value for
REPRESENTATIONAL and the second verb’s value for REPRESENTATIONAL was included but
not, e.g., the interaction between the first verb’s value for REPRESENTATIONAL and the second
verb’s value for PREFERENTIAL.

To validate these results, we use 30-fold cross-validation. In each fold of this cross-validation,
all normalized similarities for one of the 30 verbs tested were removed, the model trained, the
normalized similarities predicted, and the r2 for these predicted similarities calculated.38 The
average predicted r2 over each fold of the cross-validation was 0.046 for the normalized gen-
eralized semantic discrimination similarities and 0.072 for the normalized ordinal similarities.
These r2 appear quite low, but it should be noted that, in comparison to the r2 that results
when comparing the two normalized similarity datasets to each other, they are quite good,
with about 25% and 40% as much variance being explain by each model as by the model from
the previous section, which explicitly gets access to similarity judgments for prediction.

The performance of these models appears to be drawn down by the existence of intuitively
distinct semantic features not included in the classification. This can be seen in Figure 12,
which shows the predicted r2 broken out by verb and dataset.39 Here, we see that the simi-

37Adding regularization to these regressions only worsened the cross-validation r2.
38It is well-known that, just as for log-likelihood, r2 can be a problematic measure for assessing model fit, es-

pecially when the number of parameters in the models being compared differ. Note, however, that using cross-
validation and predicted r2 alleviates this worry, since it naturally controls for the overfitting that gives rise to this
problem.

39Note that predicted r2 can be negative for a particular verb because the model is not trained on that verb’s
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Figure 12: By-verb predicted r2 for model based on classification from Section 1.

larities of verbs involving negation—deny, forbid, doubt, demand, and worry—and verbs involv-
ing permission, obligation, or commitment—allow, forbid, deny, promise—tend to be predicted
poorly by the classification. This is not surprising. As observed in Section 1, there are semantic
properties which are not relevant to syntactic distribution. Participants were simply told to
find similarities, which does not tell them what dimensions to compare along. So, we expect
there to be some similarities that are based on features that have no grammatical relevance
and some based on features that do. So, since our regression is only about how the similarity
relates to the linguistically relevant classes we identified, we do not expect to account for all of
the variance.

One the other hand, similarities among many of the representationals (think, believe, suppose,
etc.) are predicted quite well, the predicted r2 for the classification-based model reaching far
above the r2 for the similarity-based model from the last section. Indeed, on the whole, the
mean predicted r2 for representationals (generalized discrimination r2=0.105, ordinal scale
r2=0.164) is far better than that of preferentials (generalized discrimination r2=-0.021, ordinal
scale r2=0.021) which shows essentially no improvement from always guessing the mean. This
suggests that the classification given in Section 1 is not fine-grained enough from the point
of view of predicting participants’ similarity judgments, though it remains an open question
whether it is sufficiently fine-grained to cover the grammatically relevant features. We address
this in the next section.

3.3.3 Predicting similarities given syntactic distributions

In this section, we assess how well the normalized similarities presented above can be pre-
dicted by the syntactic distributions D (inferred from acceptability judgments x) presented
in Section 2. As in Section 2, the syntactic distributions D are first transformed in order to
(i) lower correlations among the frame variables and (ii) extract a potential representation of

similarities.
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Figure 13: By-verb predicted r2 for model based on acceptability judgments presented in
Section 2.

the grammatically relevant semantic features S. The same transformation considered in that
section—PCA, sparse PCA, NMF, and sparse NMF—are used here as well. Again, the ultimate
goal here is to assess how robustly verb semantics (as proxied by participants’ similarity judg-
ments) are encoded in the syntactic distributions, but since PCA and NMF have been proposed
as useful methods for extracting words’ semantic features, we utilize both here.

3.3.3.1 Methodology Each transformation was applied to the normalized acceptability judg-
ment data D using the implementation available in the decomposition module in version
0.16.1 of the python sklearn package (Pedregosa et al., 2011). Prior to applying either PCA
transformation to the normalized acceptability judgment data, the frame judgments (each col-
umn of Figure 5) were first mean-centered and standardized. Prior to applying either NMF
transformation to the normalized acceptability judgment data, the frame judgments were first
shifted, so that the minimum value was zero, and then divided by the resulting maximum, so
that all values lie on the unit interval and the highest value in each column was equal to one.
For PCA, all 30 principal components—equal to the number of frames—were retained for later
prediction; for sparse PCA, NMF, and sparse NMF, 30 components were learned. For sparse
PCA and sparse NMF, grid search was used to select the regularization parameter from the
values 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, and 10.0 based on the cross-validation described below. For
sparse NMF, we induce sparsity on the verb representation.

Each transformed dataset was entered into both a standard linear regression and linear re-
gressions with L1 regularization (LASSO regression; Tibshirani 1996). A fixed effects structure
analogous to that used in the last section was used here. As for the transformation sparsity,
grid search was used to select the regularization parameter from the values 0.0 (standard linear
regression), 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, and 10.0 based on the cross-validation described below.
To validate these regressions, 30-fold cross-validation was used, wherein the transformed data
and similarities for one verb was removed from the training set, the model fit, and the similar-
ities for that verb predicted based on the transformed data. This was carried out for all verbs
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Figure 14: Schematization of our own methodology in relation to the model presented above.

in all transformations. The average predicted r2 over verbs for each pairing of transformation
and class was then computed by averaging over the cross-validation predicted r2.

3.3.3.2 Results The model-transformation combination with the best such mean predicted
r2 for the generalized discrimination similarity dataset was sparse PCA (α=2.0) with no regu-
larization (mean predicted r2=0.046) and the best for the ordinal scale similarity dataset was
PCA with a small amount (λ=0.1) of regularization (mean predicted r2=0.096).

Overall, the mean predicted r2 for the ordinal scale similarities is slightly higher than that
seen for the classification-based model presented in the last section, explaining more than half
(0.558) as much variance as the similarity-based model. In contrast, the mean predicted r2 for
the generalized discrimination similarities is quite a bit lower than that found for the classifi-
cation, explaining only about a quarter as much variance (0.267) as the similarity-based model.
This suggests that we have improved upon the classification derived from traditional distri-
butional analysis as far as the ordinal scale judgments are concerned, though the generalized
discrimination judgments are predicted equally well.

Figure 13 shows the same kind of by-verb breakdown of predicted r2 seen in the last sec-
tion. As in that section, similarities for representational verbs are predicted well on average,
and similarities for verbs involving negation—bother, worry, deny, forbid, forget, and hate—are
predicted poorly. This suggests two things: (i) whatever component the negative verbs share
is not tracked in the syntactic contexts we tested; and (ii) the original classification was likely
right to exclude this component as a grammatically relevant semantic feature, at least in En-
glish.

3.3.4 A sketch of a quantitative method for discovering attitude classifications

The above results are useful as an omnibus measure of how much semantic information lies in
attitude verb distributions, but they do not tell us how that semantic information is structured.
To investigate this, we need some way of parceling out which aspects of the syntactic distri-
butions are predictive of the similarity judgments. Doing this constitutes an augmentation of
traditional distributional analysis in the sense that, like the linguist, we employ pairings of
concepts and syntactic distributions (ci,di) to construct a representation of the grammatically
relevant semantic features si.

Luckily, this augmentation requires only a conceptual step; we have already described all
the quantitative methods that are needed. (Figure 14 shows a combined schematization of our
analyses.) Note that, if the combination of normalization and transformation carried out on
the acceptability judgments presented in Section 2 can be viewed as extracting grammatically
relevant semantic features S and if the normalization of the similarity judgments described in
this section can viewed as extracting an estimate of C (or at least something sufficiently related
to C), then we need merely assess which aspects of the grammatically relevant semantic fea-
tures S are most predictive of the our estimate of C. This can be done quite straightforwardly
by analyzing the regression coefficients for the model from the last section. In the remainder of
this section, we focus in on the model-transformation combinations from the last section with
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Figure 15: Features that contribute positively to predicting similarity on average (estimate of
S).
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It Ved NP that S
It Ved NP to VP
It Ved NP WH S

It Ved NP WH to VP
NP Ved

NP Ved about NP
NP Ved for NP to VP

NP Ved if S
NP Ved it that S

NP Ved NP
NP Ved NP about NP

NP Ved NP NP
NP Ved NP S

NP Ved NP that S
NP Ved NP to VP

NP Ved S
NP Ved so

NP Ved that S
NP Ved there to VP

NP Ved to
NP Ved to NP that S

NP Ved to VP
NP Ved NP VP
NP Ved VPing
NP Ved WH S

NP Ved WH to VP
NP was Ved that S
NP was Ved to VP

S, I V
S, NP Ved

Figure 16: Mapping from positively contributing features to syntactic distributions (estimate
of P).
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the best mean predicted r2: sparse PCA (α=2.0) with no regularization for the generalized dis-
crimination similarity dataset and PCA with a small amount (λ=0.1) of regularization for the
ordinal scale similarity dataset.

Ideally, we would be able to analyze the coefficients directly; the more positive the coef-
ficient for a dimensions of S extracted using, e.g., PCA, the more important that feature for
predicting similarity. But since our models necessarily included interactions, this is not pos-
sible. To circumvent this issue, we instead ask how positively a particular feature influences
predictions across datapoints. To do this, we construct the design matrix for the transforma-
tion with the best cross-validation predicted r2 for each dataset. We then scale each column in
the design matrix by its corresponding coefficient but do not sum as one would do to get the
expected similarity. Note that this results in three columns relevant to each feature in S: one
for the main effect of each verb being compared and one for the interaction. We take the sum
for each of these grouping of three to get a weight for each feature in S for each datapoint, and
then average these weights. A positive mean for a particular feature means that, on the whole,
this feature contributes to two verbs being similar.

Figure 15 shows, for each similarity dataset, all the features in S that contribute positively
to similarity in the sense described above. Figure 16 shows, for each similarity dataset, the cor-
responding mappings back into the original syntactic distributions, which we noted in Section
2 can be thought of as estimates of the projection rules P. In both cases, red marks negative
weights and black marks positive weights. We do not analyze these results here, as we would
merely like to sketch the method, and thus we leave there analysis for future investigation.

3.4 Discussion

In this section, we presented two experiments aimed at getting a measure of how similar in
meaning naı̈ve speakers take the propositional attitude verbs from Experiment 1 to be. We
analyzed the data from these experiments in three ways. First, we compared the similarity
judgments against each other, finding that there is about as much agreement between the two
similarity judgment datasets as there is between participants’ response within each dataset.
Second, we compared both datasets against the classification presented in Section 1, finding
that that classification explains between a quarter and half as much variance in the general-
ized discrimination and ordinal scale datasets as that explained by the other similarity dataset,
respectively. Finally, we compared both datasets against the acceptability judgments from Sec-
tion 2, finding a similar pattern of results to that seen for the classification-based model, with
slightly higher accuracy for the ordinal scale similarities. This higher accuracy suggests that
the classification from Section 1 likely misses grammatically relevant semantic features. We
then sketched a method for finding out what those features are, leaving deeper investigation
for future research.

4 General discussion

We began this paper by reviewing the problem of hard words in word-learning, focusing in
particular on the propositional attitude verbs. We discussed two problems for attitude verb
learning: the observability problem and the multi-faceted meaning problem. We then re-
viewed the now-standard solution proposed in the syntactic bootstrapping literature—noting
that, though this solution is fairly standard, little is known about how effective it could be for
attitude verb learning, since it is still unclear how strong the correlations between attitude verb
syntax and semantics are.

We addressed this by employing a methodology originally used by Fisher et al. to study
high-level correlations between verb syntax and semantics. In Section 2, we presented an ex-
periment aimed at measuring the acceptability of a variety of propositional attitude verbs in
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Figure 17: Schematization of our own methodology in relation to the model presented above.

different syntactic contexts and asked how well it predicted previous attitude verb classifica-
tions. We found that all classes within this classification were predictable given the syntax.

In Section 3, we presented two experiments aimed at getting a measure of how similar
in meaning naı̈ve speakers take the propositional attitude verbs from the first experiment to
be. In that section, we asked (i) how well the classification referenced above can be used to
predict the similarity judgments and (ii) how well the data from the first experiment can be
used to predict these same judgments. We found that both predict the similarity judgments
surprisingly well but for cases that involve negativity in some way—a feature that was not
included in the original classification and which does not appear to be tracked in the syntax.
We further found that the acceptability judgment-based model was better able to predict the
ordinal scale similarities, suggesting that the classification derived from traditional distribu-
tional analysis has missed some grammatically relevant semantic feature(s). We then gave a
sketch of a method that extracts those features, leaving deeper analysis of these features for
future work. We take these results to be indicative that a quite large amount about an attitude
verb’s fine-grained semantics could in principle be learned from syntactic distributions.

In the remainder of the paper, we discuss these results relative to this paper’s motivat-
ing themes, rounding back to the relationship between the methods we describe above and
traditional distributional analysis as well as drawing explicit links to future cross-linguistic
investigations.

4.1 Augmenting traditional distributional analysis, redux

In Section 1, we introduced a schematization of both the architectural assumptions made in
traditional distributional analysis as well as the methodology that Fisher et al. (1991) used to
quantitatively investigate high-level correlations between verb syntax and semantics. We then
used this schematization to structure the analyses we deployed throughout the paper, which
can be found repeated in Figure 17. This schema admits of three primary types of cognitive
objects—a space of concepts C, a space of grammatically relevant semantic features S, and a
space of syntactic distributions D—linked by two mappings—a mapping CI from the concept
space to the space of grammatically relevant semantic features and a mapping P from the space
of grammatically relevant semantic features to the syntactic distribution space (the projection
rules).

Assuming this cognitive architecture, the problem that the verb-learner faces, given a word’s
syntactic distribution, is to reverse these mappings to discover the concept (or subspace of con-
cepts) that is associated with that word. Embodied in a cognitive mechanism, this reversal is
one way of viewing syntactic bootstrapping (Landau and Gleitman, 1985; Pinker, 1989; Gleit-
man, 1990; Kako, 1997; Lidz et al., 2004). The question that arises here is how precisely this
reversal could determine the concept a word is associated with. This question is particularly
pressing in the case of propositional attitude verb semantics, since (i) it seems likely that at-
titude verb learning is highly dependent on information from syntactic distribution and (ii)
this specific domain remains quantitatively understudied, likely because these words’ abstract
nature makes their semantics hard to experimentally measure. It is worth reflecting on this
measurement issue, both on the meaning side and on the syntactic distribution side.
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4.1.1 Measuring meaning

Following Fisher et al., we utilized a quite general form of measurement, semantic similarity
judgments embodied in a dataset y, to approach this problem. This form of measurement
is useful since it is possible to gain a bird’s eye view of the landscape, and there are ready
methods for working with these data, which we utilized above. One issue with this approach
is that, though it is possible to extract quite fine-grained information from these judgments, it
is not necessarily easy to label some of the aspects of the semantics that are discovered. One
need only look to Figures 15 and 16 to see that this labeling can be quite hard.

A remedy for this is to replace semantic similarity judgments with a more targeted mea-
sure. For instance, if one were interested in factivity specifically, it would be straightforward
to replace the model linking the transformed dataset S to the normalized similarity similarity
judgments C with one that links S to force choice judgments of the kind employed in, e.g.,
Karttunen et al. 2014; Križ and Chemla 2015 or reaction times, as in Schwarz 2014. We are
actively pursuing this direction.

4.1.2 Altering representational assumptions

In this paper, we utilized off-the-shelf data transformations for deriving grammatically rele-
vant semantic features S from the normalized acceptability judgments D. This is useful since it
makes our results comparable to others’, but it also forces us into representational assumptions
we may or may not wish to make when thinking about how these findings relate to psycho-
logical representations of syntax-semantics. For instance, in using PCA or NMF, we commit
ourselves to a real-valued semantic feature space S. Is this the correct sort of representation
for grammatically relevant semantic features?

In Section 3’s investigation of the differing capabilities of PCA and NMF to extract seman-
tic features S that explain the similarity judgments, we have given preliminary results in the
outcome of altering representational assumptions. But we believe that further investigating
what tweaking the assumptions a matrix factorization makes regarding the formal properties
of semantic feature will be a fruitful future direction. For more discussion of this, see White
2015, which gives a method for discovering discrete (binary) semantic features from both nor-
malized acceptability judgments and corpus frequency-based syntactic distributions.

This second foray—into corpus frequency-based syntactic distributions—is important. If
any further use is to be put to the methods and models described in this paper, it is necessary
to show how the sorts of methods we deploy above can be adapted to such data. And while
in-roads have been made in investigating the information carried in attitude verb syntactic
distributions in corpora (see Buttery and Korhonen, 2005; Buttery, 2006; Barak et al., 2013,
2014; White, 2015), there is still much work to be done. One area in particular that we hope
this paper opens up in earnest is the use of vector-based models, such as the ones deployed
above, for doing work in areas currently served only by traditional distributional analysis.
Recent work on composing such vector-based representations—such as that found in Murphy
et al. 2012; Fyshe et al. 2013, 2014, 2015; Socher et al. 2012, 2013; Socher 2014—and those based
explicitly on syntactic representations of a word’s context, such as that found in Levy and
Goldberg 2014 (following Mikolov et al. 2013)40—may be particularly fruitful if coupled with
a strong theoretical foundation.41

40See also Boyd-Graber and Blei (2009) for a very similar idea couched in a topic modeling framework.
41There are many other models of verb representation that may turn out to be useful here. See Footnote 26 for

some references, and see White 2015 for a review.
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4.2 Cross-linguistic instability

Throughout this paper we have seen that the representational-preferential distinction is quite
robustly tracked by the syntax. One of the best indicators of this distinction in English is tense,
corroborating claims in the attitude verbs literature. One question that arises here is how cross-
linguistically stable this correlation is. The answer is that it appears not to be very stable, yet
learners still learn these words at similar points in development (Perner et al., 2003).

This instability arises in at least two ways: languages where the distinction is roughly
tracked by mood—in the Romance languages, representationals tend to take indicative mood
and preferentials tend to take subjunctive mood (Bolinger, 1968; Hooper, 1975; Farkas, 1985;
Portner, 1992; Giorgi and Pianesi, 1997; Giannakidou, 1997; Quer, 1998; Villalta, 2000, 2008,
a.o.)—and languages where the distinction is tracked by the availability of verb second (V2)
syntax (Truckenbrodt, 2006; Scheffler, 2009).

An instance of the correlation with mood can be seen in Spanish. In Spanish both the repre-
sentational (belief) verb creer (think/believe) and the preferential (desire) verb querer (want) take
finite subordinate clauses. The difference between these subordinate clauses is that, whereas
verbs like creer (think) take subordinate clauses with verbs inflected for indicative mood (42a),
verbs like querer (want) take subordinate clauses with verbs inflected for subjunctive mood
(42b).

(42) a. Creo
think.1S.PRES

que
that

Peter
Peter

va
go.PRES.IND

a
to

la
the

casa.
house.

b. Quiero
want.1S.PRES

que
that

Peter
Peter

vaya
go.PRES.SBJ

a
to

la
the

casa.
house.

This makes the subordinate clause under creer look more like the declarative main clause in
Spanish, whose tensed verb is inflected for indicative mood.

(43) Peter va a la casa.
Peter go.PRES.IND to the house.

An instance of the correlation with V2 can be seen in German and other Germanic languages—
e.g. Dutch. V2, which is generally found in main clauses, is a phenomenon in which a clause’s
tensed verb appears as the second word in a sentence. For instance, (44) shows a German main
clause with the tensed form of the auxiliary verb sein (be) occurring as the second word of the
sentence (in second position).

(44) Peter
Peter

ist
is

nach
to

Hausen
home

gegangen
gone

In subordinate clauses headed by the complementizer dass (that), this verb occurs clause-finally,
which evidences the fact that German is underlyingly a subject-object-verb (SOV) language.
Both the verb glauben (think) and the verb wollen (want) can take such clauses, in which the
main verb is tensed.

(45) a. Ich
I

glaube,
think

dass
that

Peter
Peter

nach
to

Hausen
home

gegangen
gone

ist.
is.

b. Ich
I

will,
want

dass
that

Peter
Peter

nach
to

Hausen
home

geht.
goes.

Only glauben (think), however, allows a second sort of structure more akin to the main clause in
the position of the tensed verb (Scheffler, 2009). If the complementizer dass (that) is not present,
glauben (think) can take a subordinate clause with syntax that looks exactly like that of the main
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clause—compare the main clause in (44) with the subordinate clause in (46a). Wollen does not
allow this (46b).

(46) a. Ich
I

glaube,
think

Peter
Peter

ist
is

nach
to

Hausen
home

gegangen.
gone.

b. *Ich
I

will,
want

Peter
Peter

geht
goes

nach
to

Hausen.
home.

Thus, though both Spanish and German take tensed complements, militating against a hard-
coded link between tense and representationality, they still show language-internal correla-
tions between representationality and some more abstract aspect of the clausal syntax. Further,
the aspect of the clausal syntax that occurs with only the representational verbs—indicative
mood in Spanish and V2 in German—also tends to show up in declarative main clauses.

4.3 Main clause syntax

This apparent language-internal correlation has led some authors to conclude that, rather than
there being a relationship directly between representationality and tense, as is evidenced in
English, the relationship needs to be specified more abstractly. One idea is that this more ab-
stract mapping between semantics and syntax should be specified in terms of (declarative) main
clause syntax (Dayal and Grimshaw, 2009; Hacquard, 2014). One reason that such a correla-
tion might exist is that (declarative) main clauses are often used to assert content and many
representationals are assertive.

Under this view, the apparent relationship between tense in English, mood in Spanish (and
the rest of Romance), and V2 in German (and other Germanic languages besides English) is re-
ally the outgrowth of a more abstract relationship between some cluster of syntactic features—
call them MAIN CLAUSE features—that are language-specific but likely highly constrained. The
way in which they are constrained is that they tend to be associated with properties of the sub-
ordinate clause’s that are “close” to the attitude verb. For instance, both complementizers and
mood tend to be assumed to be quite high within the clausal structure (cf. Cinque, 1999; Speas,
2004), which in turn seems to make them amenable to selection by particular semantic classes
of verbs—e.g. representationals or preferentials. Indeed, ideally, one could pin the relevant
feature to some particular type of head which carries the relevant selection information—e.g.
the complementizer— and is “as high as possible” within the subordinate clause so as to make
selection maximally local.

Suggestive of this possibility is that the standard analysis of German V2, which has that
V2 is a particular kind of complementizer-driven movement akin to that seen in English WH-
movement (Den Besten, 1983). English may be amenable to such an analysis in the sense that
complementizer drop with finite subordinate clauses tends to only occur with representation-
als (Dayal and Grimshaw, 2009).

(47) a. Bo {thinks, believes, knows} (that) Jo is out of town.
b. Bo {loves, hates} *(that) Jo is out of town.

This latter fact is furthermore suggestive, since of course English main clauses do not have
complementizers, bolstering the relationship between main clause syntax and representation-
ality, at least in English. This, however, also raises a potential problem for languages like
Spanish, which lack complementizer drop in any subordinate clauses but whose declarative
main clauses do not have complementizers.

But regardless of whether main clause syntax information can be carried solely in the com-
plementizers themselves—thus allowing for an extremely local form of selection giving rise
to the relationship between representationality and main clause syntax—or whether some-
what longer distance relationships need to be posited, there is nonetheless a potential rela-
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tionship between the representational-preferential distinction and this language-specific-yet-
highly-constrained MAIN CLAUSE feature.

The importance of this for current purposes is that, if such a correlation between represen-
tational and main clause syntax exists, it may signal a possible candidate for a hard-coded-
yet-flexible projection rule that allows for a solution to the labeling problem in this particular
case. Further, since the main clause syntax itself is presumably observable to the same extent
that subordinate clause syntax is, the language specific instantiation of the MAIN CLAUSE fea-
ture may well itself be learnable. We are currently pursuing this idea. See White 2015 for a
preliminary investigation of the efficacy of such an approach.
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A Appendix

A.1 Review of (cumulative logit) ordinal mixed models

In an ordinal model, one assumes that ordinal scale judgments are made on the basis of some
continuous latent value (for instance, acceptability) and that these continuous latent values
are associated with a discrete probability distribution over ordinal scale points (acceptability
judgments). Intuitively, the larger the latent value, the higher the probability of higher scale
points should be; and conversely, the smaller the latent value, the higher the probability of
lower scale points should be.

In a fixed effects ordinal model, one assumes some fixed latent parameter d. In our setting,
this parameter is the acceptability of a verb-frame pair.42 To obtain a (discrete) probability

42In the more general regression setting, this parameter may be a linear combination of some fixed predictors.
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distribution over the ordinal scale points (1 through 7) given such a parameter, one or more
auxiliary variables are assumed. In the simplest such model, one assumes a single value i
(for interval), which gives the distance between what are termed cutpoints c. Cutpoints are
generally assumed to be ordered from least to greatest, and in this simplest model, cj−cj−1 = i
for all j. For convenience, one usually sets c0 ≡ −∞, c1 ≡ 0, and cR ≡ ∞, where R is the
number of possible ordinal responses (here, 7). The response distribution associated with the
latent parameter π is then given by

P(x ≤ r | d, i) = logit−1((r − 1)i− d) = logit−1(cj − d)

where x is the response associated with d. This model (up to isomorphism) is essentially the
one assumed when “raw” acceptability judgments are averaged. And like that method, it
does not take into account preferences for particular types of scale use—e.g. preferring the
endpoints of midpoints of the scale.

The probability of a particular response in this model is then given in the standard way for
discrete distributions.

P(x = r | d, i) = P(x ≤ r | d, i)− P(x < r | d, i) = P(x ≤ r | d, i)− P(x ≤ r − 1 | d, i)

A slightly more complex model allows the cutpoints to have variable distances between
them. Where the previous model requires one auxiliary parameter i, this model requires R− 2
parameters ij ≡ cj − cj−1, for j = 2, . . . , R − 1. The response distribution is then given only a
slight modification from the above.

P(x ≤ r | d, i) = logit−1

 r∑
j=2

ij

− d
 = logit−1(cj − d)

Either of these models can be augmented with a random effects component in the standard
way to make a mixed effects model. For instance, we can add item random intercepts uitem ∼
N (0, σ2item) and participant random intercepts usubj ∼ N (0, σ2subj) in the standard way.

P(x ≤ r | d, i) = logit−1(cj − (d+ uitem + usubj))

This augmentation allows us to take into account the possibility that participants might
differ in how often they use particular parts of the scale and that particular items might make
a particular sentence type—e.g. verb-frame pair—sound better or worse.

But while this addition of random effects addresses the issues that motivated this section
in the first place, it is unclear that it appropriately addresses possible participant differences
in scale use, unless scale use differences are of a very particular type. By invoking an additive
term to account for subject variability, we can account for participants who use the higher end
of the scale more than the lower end (or vice versa) but not necessarily participants who use
the endpoints more often than the midpoints or the midpoints more often than the endpoints.

To account for this, we need a slightly different type of random effect: one that scales the
cutpoint distances instead of shifting the latent parameter. Assuming the same distributions
on the uitem and usubj , this model can be specified as follows.

P(x ≤ r | d, i) = logit−1(|usubj |cj − (d+ uitem))

Thus, as σ2subj , the variance on usubj , gets larger, we expect more participants to (tend to)
use the middle of the scale; and as it gets smaller, we expect more participants to (tend to) use
the endpoints. We refer to the former model, with the additive participant term, as the additive
model, and the latter, with the multiplicative participant term, as the multiplicative model.
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As for the additive model, the multiplicative model can be combined with either the single
parameter model (the equidistant cutpoint model) or the R − 2 parameter model (the vary-
ing cutpoints model). Thus, crossing the equidistance-varying distinction with the additive-
multiplicative distinction, we generate four possible normalization models. If we furthermore
allow for models with both additive effects usubj−add and multiplicative effects usubj−mult, two
further models result, for a total of six. (With equidistant cutpoints and without item effects,
this model corresponds to standard z-scoring.)

P(x ≤ r | d, i) = logit−1(|usubj−mult|cj − (d+ uitem + usubj−add))

A.2 Review of matrix factorization techniques

A.2.1 A high-level overview of PCA

PCA’s effect can be viewed from two perspectives. On the one hand, it can be seen as mapping
the original data (the normalized verb-frame acceptability judgment matrix D) to a new rep-
resentation that preserves all the relationships (between verbs) that existed in the original data
but which encodes those relationships on new, uncorrelated dimensions (the principal com-
ponents). On the other hand, PCA can be seen as a form of matrix factorization, wherein the
original data (the normalized verb-frame acceptability judgment matrix D) are pulled apart
(factored) into two distinct representations. As under the previous view, one of these repre-
sentations encodes the relationships between verbs in the original dataset on new, uncorrelated
dimensions (the principal components). But distinct from the previous view, the other repre-
sentation is viewed as a mapping from the new representation to the original data D, instead
of from the original to the new.

Thus, the only difference from the previous view is the direction that the mapping is speci-
fied. The reason these two views of PCA are possible is because the mapping from the original
dataset to the new one is reversible (invertible). And when this mapping from the original
dataset to the new one is reversed (inverted), the mapping from the new to the old results.

We would like to point out that the second view of (the result of) PCA—the one that views
PCA as factoring the original dataset, a representation of verbs’ syntactic distributions, into
two distinct representations, a representation of verb relationships and a mapping from that
representation to the original data—is isomorphic to the model of projection we set out in Sec-
tion 1. In that section, we specified the projection rules P as a mapping from some representa-
tion of a verb’s grammatically relevant semantic features si to that verb’s syntactic distribution
di. This isomorphism raises the possibility that PCA might serve as a model of how semantic
features are discovered given syntactic distributions D. That is, PCA might be viewed as a
way of discovering grammatically relevant semantic features S. In fact, since this method also
produces a representation of the mapping from the S to D, it might furthermore be viewed as
discovering projection rules P.

Indeed, this suggestion can be extended to any method that has the general form of a
matrix factorization—wherein one representation is factored into two: one that encodes verb
relationships in the original dataset on new dimensions and another that maps from this new
encoding to the original dataset. There are many such methods, but one that has recently be-
come popular within the computational linguistics and natural language processing literature
(cf. Murphy et al., 2012; Fyshe et al., 2014, 2015) is known as Nonnegative Matrix Factorization
(NMF; Lee and Seung 1999).

A.2.2 A high-level overview of NMF

Like PCA, NMF attempts to factor the syntactic distributions D into two representations: one
that encodes verb relationships in the original dataset on new dimensions and another that
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Figure 18: Example of NMF and PCA from Lee and Seung 1999.

maps from this new encoding to the original dataset. Unlike PCA, however, NMF requires the
resulting representations to be non-negative (hence its name).43 This results in what Lee and
Seung (1999) refer to as a parts-based representation in contrast to PCA’s holistic representation.
The distinction between these two representations is roughly that, in a parts-based represen-
tation, the new dimensions created in the matrix factorization target intuitively distinct parts
of the factored dataset; in contrast, in a holistic representation, intuitively distinct parts of the
observed distribution are spread across all of the new dimensions, with as much information
as possible packed into as few dimensions as possible.

An example of these differing representations comes from Lee and Seung, who employ
image compression as an example. Using images of faces, they show that NMF discovers new
dimensions that correspond to parts of faces—like noses, mouths, and eyes. In contrast, PCA
discovers representations that involve each part of a face to differing degrees. This is shown
in Figure 18 from Lee and Seung 1999, where black shows positive values and red shows
negative. We see here that the representation that NMF learns (left matrix, left side) focuses
on particular areas of an image, whereas the representation that PCA learns (left matrix, right
side), is spread across the image.

The reason that NMF results in parts-based representations has to do with the fact that
it can only encode the original data in terms of adding pieces together. This contrasts with
PCA, which also allows subtracting pieces out. Thus, though both NMF and PCA transform
the data in such a way that variables become less correlated—necessary for our analysis, as a
practical matter—they do so in very different ways. Returning to our suggestions that matrix
factorization methods like PCA and NMF are a way of modeling the discovery of grammat-
ically relevant semantic features S given syntactic distributions D, PCA and NMF represent
very distinct models of how such grammatically relevant semantic features might be discov-
ered, while both serving the practical analytical purpose of lowering the correlations between
variables.

A.2.3 Parts-based representations and sparsity

Another way of inducing the sorts of parts-based representations inherent to NMF is to enforce
sparsity on the representations that result from matrix factorization. Sparsity refers to the over-
all distribution of values in a representation. In sparse representations, there are many values
close to zero and very few that are far from zero. This contrasts with a method, like standard
PCA or standard NMF, which does not enforce sparsity, tending to produce dense matrices
with many values not close to zero. A sparse version of NMF, which Murphy et al. (2012)

43Before moving forward, it is worth noting another, less important difference between PCA and NMF. Unlike
PCA, NMF is not guaranteed to yield transformed representations with uncorrelated dimensions; thus, it does not
in fact carry out true decorrelation. However, the dimensions that it produces do tend to show less correlation than
the original matrix, which is sufficient for our purposes.

51



refer to as Nonnegative Sparse Embedding (NNSE), has grown in popularity as a method for
representing word meanings and modeling compositionality (see Fyshe et al., 2014, 2015)

Sparsity encourages parts-based representations in a slightly different way from the one
that the nonnegative constraints on NMF do. Where NMF produces parts-based representa-
tions by only allowing the addition of components, sparsity yields parts-based representations
by ensuring that each underlying dimension is associated with only a few pieces.

In the next section, we apply PCA and NMF—both standard and sparse—to our normal-
ized data and then attempt to predict classifications of attitude verbs based on traditional dis-
tributional analysis. We then compare the accuracy of these predictions using both PCA- and
NMF-based predictors.
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