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In a series of three experiments, we use children’s noun learning as a probe into their syntactic
knowledge as well as their ability to deploy this knowledge, investigating how the predictions
children make about upcoming syntactic structure change as their knowledge changes. In the
first two experiments, we show that children display a developmental discontinuity in their
ability to use a noun’s syntactic environment as a cue to its meaning. We argue that this pattern
arises from children’s reliance on their knowledge of verbs’ subcategorization frame frequen-
cies to guide parsing, coupled with an inability to revise incremental parsing decisions. We
show that this analysis is consistent with the syntactic distributions in child-directed speech. In
the third experiment, we show that the discontinuity arises from predictions based on verbs’
subcategorization frame frequencies.
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Introduction

In language acquisition, and indeed in many areas of child
development, researchers often find themselves struggling
with questions of competence and performance. Do chil-
dren fail at some task because they lack the relevant knowl-
edge or because that knowledge is masked behind the perfor-
mance systems used to deploy that knowledge (Hamburger
and Crain, 1984; Spelke and Newport, 1998)? Rarely, how-
ever, do we face the question of how children’s developing
performance systems constrain the generalizations that they
ultimately make and how errors of interpretation feed for-
ward for subsequent learning (Elman, 1990; Newport, 1990).
In this paper, we take up this issue in the domain of syntactic
development and word learning. In particular we ask how
children’s immature parsers lead to the assignment of erro-
neous grammatical structures and how such errors contribute
to the acquisition of unknown words in those structures. This
paper thus contributes to discussions of syntactic develop-
ment, the role of syntax in word learning, and the role of
parsing in syntactic development.

In understanding the interaction between parsing and
learning, it is important to consider ways that parsing im-
pacts understanding. We can consider two situations. First,
the child may have acquired the grammatical rules for some
construction without being able to deploy this knowledge
consistently and robustly in real time (Hamburger and Crain,
1984; Huang et al., 2013; Omaki et al., 2014; Trueswell
et al., 1999). Second, the child may not have acquired a
given grammatical construction but nonetheless succeeds in

interpreting sentences exhibiting it due to heuristics that pro-
mote understanding without relying on precise grammatical
knowledge (Gagliardi et al., 2016; Yuan et al., 2012).

The case of successful acquisition of the grammatical
rules in the absence of a robust deployment system can lead
children to fail at accurately interpreting sentences for which
they have appropriate grammatical knowledge. This could
happen because the construction places high demands on
component processes of understanding, such as lexical ac-
cess, structure building, temporary ambiguity resolution, or
retrieval from working memory, making the child’s success
with the construction dependent on the ease with which these
subprocesses can be completed. For example, if a sentence
uses low frequency words that are difficult to access from
the lexicon, or if it contains a temporary ambiguity, then de-
mands on the parser could be amplified in a way that hinders
understanding, despite the child having an appropriate gram-
mar for that construction.

In older children, there is mounting evidence that pars-
ing dynamics shape understanding in a way that gives rise
to children behaving in non-adult-like ways (Snedeker and
Trueswell, 2004; Trueswell et al., 1999). For example,
Trueswell et al. (1999) show that in certain discourse con-
texts, both adults and 5-year-old children initially interpret
the first PP (on the napkin) in (1) as if it were the locative
argument of the verb. Whereas adults can recover from this
initial misinterpretation upon encountering the second PP (in
the box), children have difficulty doing so.
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(1) Put the frog on the napkin in the box.

Similar behavior has been found in at least four other do-
mains: pronoun resolution, WH question interpretation, ar-
gument structure construction, and quantifier scope compu-
tation.

In the domain of pronoun resolution, Leddon and Lidz
(2006) find that 4-year-old children only resolve reflexive
pronouns to the closest syntactically licit antecedent, even in
the presence of other licit antecedents. For instance, 4-year-
olds resolve herself in (2) to Janie but not to Miss Cruella.

(2) Janie knew which picture of herself Miss Cruella put
on the wall.

They argue that this bias derives from the ballistic nature
of the parser, which links the reflexive pronoun to an an-
tecedent as quickly as possible (Sturt, 2003), coupled with
children’s inability to revise their initial interpretive commit-
ments (Trueswell et al., 1999). Indeed, recent eye-tracking
work (Omaki, 2010) shows that adults also initially resolve
herself in (2) to Janie, but unlike children, are able to revise
that initial commitment when necessary.

In the domain of WH question interpretation, Omaki et al.
(2014) find that adults and 5-year-old children prefer to asso-
ciate adjunct WH words like where in (3) to the closest verb
in terms of linear order (say).

(3) Where did Lizzie say that she was going to catch but-
terflies?

This finding is cross-linguistically robust. In Japanese, which
is a head-final language, the order of say and catch is re-
versed. Omaki et al. found that the biases displayed by
Japanese-speaking adults and 5-year-old Japanese-learning
children were concomitantly flipped: both adults and chil-
dren prefer to associate where with catch in Japanese.

In the domain of argument structure construction, Huang
et al. (2013) find that, upon hearing a subject that is a plau-
sible agent, 5-year-old Mandarin-learning children begin to
construct an active interpretation for the sentence, and if they
receive information that the sentence is actually passive, they
have trouble recovering from this initial misparse. Huang
and Arnold (2016) find a similar pattern in a word-learning
task with 5-year-old English-learning children.

Finally, in the domain of quantifier scope computation,
Musolino et al. (2000); Musolino and Lidz (2003,0) find that
5-year-old children are heavily biased towards interpreting
sentences like (4) as meaning (4-a) but not (4-b).

(4) Every horse didn’t jump over the fence.
a. All of the horses failed to jump over the fence.
b. Not every horse jumped over the fence.

Conroy (2008) and Viau et al. (2010) argue that children’s

bias results from the interpretation in (4-a) being the first
interpretation constructed, paired with children’s difficulty
to revise their initial parsing commitments. Support for
this view comes from several adult on-line parsing studies
demonstrating that children’s only interpretation corresponds
to adults’ initial interpretation (Conroy et al., 2008; Lidz and
Conroy, 2007).

Given these and other findings showing that preschool
aged children’s parsers are more brittle than adults’ and less
able to integrate across multiple information sources (Choi
and Trueswell, 2010; Omaki, 2010; Snedeker and Trueswell,
2004), it stands to reason that younger children will be at
least as susceptible to failures of understanding due to pars-
ing difficulty as older children are. Moreover, to the degree
that parsing derails understanding, we expect that any pro-
cess of language development that depends on information
that would have been gleaned from a successful parse of a
given sentence will succeed only to the degree that the parse
can be accomplished (Trueswell et al., 2012).

In the domain of word learning, there are several recent
findings suggesting that successful parsing of the initial part
of a sentence is a prerequisite for learning words down-
stream. For example, Lidz et al. (2010) examine 24-month-
old children’s ability to learn a novel intransitive verb as a
function of the character of the subject NP. They find that
children are able to learn a novel verb when its subject is
a pronoun (it is blicking) but not when it is a lexical NP
(e.g., the truck is blicking) (see also Childers and Tomasello,
2001). They argue that this asymmetry derives from the fact
that pronouns are both more frequent and have less complex
semantic representations than lexical nouns, making lexical
access easier for pronouns.

This hypothesis is further supported by the observation
that facilitating lexical access for the full NP subject causes
the asymmetry to go away. By using the lexical noun in
several sentences prior to the verb learning trial, lexical ac-
cess for that word is facilitated in the sentence containing the
novel verb. In turn, easier lexical access of the subject NP
makes verb-learning easier.

Similarly, Marchman and Fernald (2008) show that in-
fants who are faster in interpreting familiar words in continu-
ous speech are also more successful in learning novel words
downstream, suggesting that early fluency in parsing and un-
derstanding has cascading consequences for word learning.
Such findings are all the more important in light of recent
evidence that socioeconomic status correlates with real-time
processing ability, both at the level of lexical access (Fernald
et al., 2013) and at the level of argument structure construc-
tion (Huang et al., 2016).

Parsing, syntactic inference and argument structure

Consider sentences (5) and (6).
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(5) She’s pushing the tiv.

(6) She’s pushing with the tiv.

Even without a referential context, one can conclude that
in (5) the tiv refers to the patient of the pushing event (i.e.,
the pushee) whereas in (6) the tiv refers to the instrument of
pushing. This conclusion derives from a link between syn-
tactic position and thematic relations (i.e., the role that an
individual plays in an event): direct objects are generally in-
terpreted as patients and the object of the preposition with is
generally interpreted as an instrument. If we add a referential
context to these sentences—for example, a scene in which a
woman pushes a block with a truck—then we can use the
conclusion about the thematic relation between the novel NP
and the verb, to determine the referent of the phrase contain-
ing the novel noun, and hence the meaning of that word. The
tiv refers to the block in (5) but the truck in (6).

Because these inferences depend on syntactic structure,
they provide an ideal window into the development of real-
time mechanisms for constructing phrase structure represen-
tations (Altmann and Kamide, 1999; Gordon and Chafetz,
1990; MacDonald et al., 1994; Snedeker and Trueswell,
2004; Trueswell et al., 1993). Moreover, because lexical
differences in subcategorization frequency have been shown
to play a critical role in guiding initial parsing decisions in
adults and older children, probing the emergence of these ef-
fects in the earliest learners can also help us to determine the
degree to which links between thematic relations and syn-
tactic positions are acquired via a generalization over indi-
vidual verbs (Dowty, 1991; Tomasello, 2000) or from more
abstract principles of structure mapping (Gleitman, 1990;
Pinker, 1989).

A long line of research beginning with Brown (1957,
1973) examines the role of syntax in driving inferences about
word meaning. One stream of this research has shown that
children can use the syntactic category of a novel word to
make inferences about its meaning (see Waxman and Lidz
2006 for a review). For example, Waxman and Markow
(1995) show that by 12-months of age English learning in-
fants expect a novel word presented as a noun to refer to a
category of objects, but have less specific expectations for a
novel word presented as an adjective. By 14-months, the ex-
pectations for adjectives become more specific, with infants
concluding that a novel adjective refers to an object property
(e.g., color/texture) and not to an object category (Waxman
and Booth, 2001). At least by 24-months, infants expect a
novel verb to refer to a category of events and not to a cate-
gory of objects (Bernal et al., 2007; Waxman et al., 2009).

Beyond inferences from syntactic category to meaning,
a number of studies have shown that infants and toddlers
can use the number and type of arguments in a sentence to
make inferences about the meaning of a novel verb in that
sentence (Gleitman, 1990; Yuan and Fisher, 2009). For ex-

ample, Naigles (1990) showed that 25-month-old infants use
the transitivity of a clause as a cue to whether a novel verb
in that clause refers to a pair of events related by causation
(for transitives) or temporal synchrony (for intransitives)—
see Fisher et al. 2010 for a review.

While this kind of work compellingly demonstrates chil-
dren’s ability to use syntactic information to draw inferences
about word meaning, the range of syntactic environments
that has been examined to date is relatively narrow. In ad-
dition, the kinds of inferences that learners must make from
syntactic distribution to verb meaning are somewhat indirect.
The syntactic environment provides some evidence about the
thematic relations to the verb and which NPs bear those the-
matic relations. The thematic relations provide some evi-
dence about which event is being referred to, which in turn
provides evidence about the meaning of the verb. In what
follows, we expand the range of syntactic environments that
trigger semantic inferences.

In addition, we focus in on the first piece of this process:
what do children know about the link between the syntactic
context of an NP and its interpretation. By directly exploring
this link, we can understand children’s knowledge of argu-
ment structure without relying on their ability to make com-
plex inferences from argument structure to verb meaning.

Experiment 1

Experiment 1 examines how infants use a syntactic con-
text of a noun phrase (NP) to make inferences about its the-
matic relation. Using a word-learning task in the intermodal
preferential looking paradigm (Hirsh-Pasek and Golinkoff,
1999; Spelke, 1976), we tested children’s abilities to assign
a meaning to a novel noun contained in a direct object NP as
compared to a prepositional object NP and a syntactically un-
informative control. In adult English, the NP containing the
novel word is interpreted as a patient in (7) but as an instru-
ment in (8). In (9), there is no syntactic cue to the meaning
of the novel word.

(7) She’s pushing the tiv.

(8) She’s pushing with the tiv.

(9) It’s a tiv.

If children are able to use this thematic role information to
learn the meaning of a novel noun, in (7), we expect them to
be able to link the tiv to the object being pushed, or in (8), to
the object used to do the pushing.

Their ability to do this may well depend on their knowl-
edge of verbs specifically or words more generally. For in-
stance, under accounts such as the Verb Island Hypothesis
(Tomasello, 2000), wherein thematic roles are constructed
from individual verbs, a lack of verb knowledge would make
this task impossible. As such, we also collect information
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Table 1
An example of a single test trial.

Phase Length Video Audio

Pre-trial 2 seconds Blank screen Silence
5 seconds Smiling baby Baby giggle

Familiarization 15 seconds Camera being wiped by a cloth
Hey, look at that! She’s wiping (with) the tig!
Wow, do you see her wiping (with) the tig?
Yay, she’s wiping (with) the tig!

Test
2 seconds Blank screen Where’s the tig?
2 seconds Split screen: camera and cloth Silence
3 seconds Which one’s the tig?

about children’s productive verb vocabulary to use as a pre-
dictor in our analysis.

Method

Apparatus and procedure. Each infant arrived with
his/her parent and was entertained by a researcher with toys
while another researcher explained the experiment to the par-
ent and obtained informed consent. The infant and parent
were then escorted into a sound proof room, where the infant
was either seated on the parent’s lap or in a high chair, cen-
tered six feet from a 51” television, where the stimuli were
presented at the infant’s eye-level. If the infants were on the
parents’ laps, the parents wore visors to keep them from see-
ing what was on the screen. Each experiment lasted approx-
imately 5 minutes, and the infants were given a break if they
were too restless or started crying. In the case that the in-
fant did not complete the experiment or were extremely fussy
over the entire course, this was noted for later exclusion from
the sample.

The infant was recorded during the entire experiment us-
ing a digital camcorder centered over the screen. A re-
searcher watched the entire trial with the audio off on a mon-
itor in an adjacent room and was able to control the cam-
corder’s pan and zoom in order to keep the infant’s face in
focus throughout the trial. Videos were then coded offline
frame-by-frame for direction of look by a research assistant
blind to the experimental condition and without audio using
the SuperCoder program (Hollich, 2005).

Design. Participants were presented with eight trials,
each involving a different verb and concomitant scene. Each
of these trials was separated into two phases: the familiar-
ization phase and the test phase. These phases are described
below and Table 1 gives a sample script.

Familiarization Phase. During the familiarization
phase, children were shown videos of 15 second dynamic
scenes involving three objects: a human hand, an instrument
manipulated by the hand, and a patient causally affected
via the instrument. A recorded linguistic stimulus of the
form either she’s VERBing the NOVEL NOUN (V NP), she’s

VERBing with the NOVEL NOUN (V with NP), or it’s a
NOVEL NOUN (It’s a NP) was associated with each scene.
Each of these pairing constitute a level in the between-
subjects STRUCTURE factor. VERB and NOVEL NOUN in
these frames were replaced with a known verb and a novel
noun. All linguistic stimuli were recorded by the same adult
female. The linguistic stimulus was presented three times
as the scene progressed with different lead-in words—e.g.
Look!.

Test Phase. A blank screen was then shown for two sec-
onds after each scene, during which the question where’s the
NOVEL NOUN? was asked once. The test video began at the
offset of the novel noun in the first of these questions, when a
screen with separate static images of both the instrument and
the patient from the previous dynamic scene was displayed.
One of these images took up approximately one third both
by-width and by-height of the left portion of the screen and
the other took up approximately one third by-width and by-
height of the right portion, with an approximately one-third
by-width separation in the middle of the screen. The side
on which the instrument appeared was counterbalanced and
pseudorandomized such that the instrument did not show up
on the same side more than twice in a row.

Two seconds after the two images were presented, the
question—which one’s the NOVEL NOUN?—was played.
The split screen was presented for five seconds total, af-
ter which the screen went blank. After a two second blank
screen, either the next learning phase started or an attention-
getting phase involving a picture of an infant and laughter
was presented.

For the purposes of analysis, we section the test phase
into two windows based on the placement of the two ques-
tions. The first window includes the interval from the begin-
ning of the video—concurrent with the offset of the novel
word in the first test question—until the beginning of the
second test question at the two-second mark (0ms-2000ms);
the second window includes the interval from the offset of
the novel word in the second test question until the end of
the trial (∼3000ms-5000ms). The first window is shifted for-
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Table 2
The verbs and novel nouns used in the linguistic stimuli and
the objects used in the visual stimuli for Exps. 1 and 2.

Verb Noun Instrument Patient

wipe tig cloth camera
throw frap cup ball
hit tam ruler cone
push gop bulldozer block
touch pint pipe cleaner pumpkin
wash pud sponge toy car
tickle seb feather mouse puppet
pull wug fishing pole train

ward 300ms to correct for delays in infant saccades (Fernald
et al., 1998), thus yielding two windows of approximately
two seconds each (Window 1 300ms-2300ms and Window 2
∼3000ms-5000ms). These windows are treated as fixed ef-
fects (WINDOW) in our analysis.

Materials. Eight verbs contained in the MCDI check-
list were chosen with the criterion that their associated event
concept must support the use of an instrument. Eight novel
nouns were constructed and one associated with each verb.
Table 1 gives a sample script summarizing the above descrip-
tion. In the V with NP conditions, children heard with dur-
ing the familiarization, while those in the V NP conditions
did not, represented in the table by the parentheses. In the
control condition, these sentences were replaced with it’s a
NOVEL NOUN.

Table 2 shows each tuple of verb, novel noun, instrument
object, and patient object. To control for possible order ef-
fects, we created two presentation orders for the trials by first
building one pseudorandomized order according to the above
sequencing criterion, then inverting it to create the second or-
der. When crossed with the three linguistic structure levels
(STRUCTURE: V NP, V with NP, It’s a NP), this yielded six
stimulus sets.

Participants

We recruited 48 16-month-olds (24 females) with a me-
dian age of 16;19 (mean: 16;17, range: 15;25 to 17;3) and
48 19-month-olds (24 females) with a median age of 19;19
(mean: 19;17, range: 18;29 to 20;5). 14 additional 16-
month-olds and five additional 19-month-olds were tested
but were excluded from the final sample for fussiness or in-
ability to complete the experiment.

Participants were recruited from the greater College Park,
MD area and were acquiring English as a native language.
All participants heard English at least 80% of the time. Par-
ticipants within each age group and sex were distributed
evenly across the six stimulus sets.

Parents completed the MacArthur-Bates Communicative

Development Inventory (MCDI) checklist (Fenson, 2007).
By this index, the 16-month-olds’ median productive verb
vocabulary was 1 verb (mean: 3.1 verbs, IQR: 0–4 verbs),
and their median productive total vocabulary was 29 words
(mean: 41.2 words, IQR: 16–51.5 words); the 19-month-
olds’ median productive verb vocabulary was 3 verbs (mean:
9.7 verbs, IQR: 0.8–9 verbs), and their median productive
total vocabulary was 59.5 words (mean: 90.7 words, IQR:
25.8–107 words). The parent of one 16-month-old partici-
pant in the V NP condition did not submit an MCDI check-
list, and for the purposes of analysis, that participant’s verb
vocabulary value was set to the mean across 16-month-olds.

Results

We analyze the results of this experiment using mixed ef-
fects logistic regression with LOOKS TO INSTRUMENT as
the dependent variable and random intercepts for PARTICI-
PANT and VERB.1 Our predictions are that, if children both
know the relation between syntactic position—in the current
case, presence or absence of a preposition—and thematic
relation—in the current case, instrument v. patient—and if
they can furthermore deploy that knowledge, they will map
the NP in V NP to the patient, and thus look more to the pa-
tient when they receive the V NP structure, and they will map
the NP in V with NP to the instrument and thus look more to
the instrument when they receive the V with NP structure.

Figure 1 plots the proportion of looks to instrument by
STRUCTURE and AGE over the five-second trial. Grey ar-
eas show the two-second windows described above. As a
reminder, the first window starts at the beginning of the trial,
which corresponds to the end of the first question (Where’s
the NOVEL NOUN?), and ends at the beginning of the second
question (Which one’s the NOVEL NOUN?). It is offset 300
seconds to account for saccade delay. Window 2 starts at the
end of the second question and ends at the end of the trial.

We begin by fitting a model with fixed effects for STRUC-
TURE, AGE, and WINDOW as well as all possible two-way,
and three-way interactions. We report these effects using a
reference coding, wherein It’s a NP is the reference level for
STRUCTURE, 16 months is the reference level for AGE, and
window 1 is the reference level for WINDOW.

We first test whether the three-way interaction between
STRUCTURE, AGE, and WINDOW is warranted using a log-
likelihood ratio test. This test suggests that there is a sig-
nificant three-way interaction between these three variables
(χ2(2) =42.51, p < 0.001). Therefore, we retain the model
with all interaction terms. Table 3 shows the fixed effects es-
timates for this mixed effects model, standard errors for those
estimates, and the estimate of the variance due to participants
and items.

1Note that the structure of the experiment does not support es-
timation of by-participant random slopes (Barr et al., 2013), since
each verb was presented to each participant only once.



6 LIDZ, WHITE, & BAIER

Figure 1. Mean proportion looks to instrument by STRUCTURE and AGE plotted over the five second trial. Grey areas show
two second windows. Window 1 starts at the beginning of the trial (the end of the first question) and ends at the beginning of
the second question. It is offset 300 seconds to account for saccade delay. Window 2 starts at the end of the second question.

We see five significant fixed effects here. The first is the
intercept term, which is reliably negative. Given the refer-
ence coding described above, this means that 16-month-olds
in the control condition prefer to look at the patient in the
first window. The same preference, which we henceforth re-
fer to as the patient bias, appears to manifest itself in the 19-
month-olds as well. This can be seen in Table 3, first, by the
fact that the simple effect of AGE is much smaller than the
intercept term estimate and, second, by the fact that the 19
months olds in the control condition show a similar looking
pattern in the first window, with an initial look to the patient,
followed by a look to the instrument. This pattern of first
looking to the patient and then to the instrument may sug-
gest that, in the first part of a trial both 16-month-olds and
19-month-olds are getting their bearing on where particular
objects are in the scene.2

The second significant effect we see is a positive effect
of WINDOW. This means that 16-month-olds in the control
condition look more to the instrument in the second window
than in the first. In contrast, 19-month-olds in the control
condition tend to look more to the patient than the 16-month-
olds, corroborated by the third significant effect: a negative
interaction between AGE and WINDOW. This can be seen in

Figure 1 by the fact that 19-month-olds in the control con-
dition go back to looking at the patient after having looked
to the instrument in the first window, where switches back
to the patient for 16-month-olds in the control condition are
more attenuated.

The fourth significant effect we see is a positive interac-
tion between the V with NP structure and WINDOW. This
means that 16-month-olds in the V with NP condition switch
more to the instrument after the first window, over and above
the switching behavior we see for 16-month-olds in the con-
trol condition. This is our first piece of evidence that infants
of any age can do the task of mapping an NP marked by with
to the instrument. We do not find a reliable interaction be-
tween the V NP structure and WINDOW, though the estimate

2If we set the reference level for AGE to 19 months (instead of 16
months), this first window patient bias is not reliable for 19-month-
olds, though it remains reliable for 16-month-olds. Referencing
Figure 1, this appears to be due to the fact that 19 months olds
switch to the instrument earlier in the trial than the 16-month-olds,
meaning they look longer to the instrument during the first window
than in the second. The important point to take away here is that
both 16-month-olds and 19-month-olds show the same behavior of
first looking to the patient, then to the instrument.
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Table 3
Fixed effects and random effects estimates for mixed effects logistic regression of LOOKS TO INSTRUMENT in Experiment 1

Term Estimate Std. Err.

Fixed effects
(Intercept) −0.39 (0.14) **
STRUCTURE:V with NP 0.07 (0.10)
STRUCTURE:V NP −0.05 (0.10)
AGE:19 months 0.16 (0.10)
WINDOW:window 2 0.19 (0.04) ***
AGE:19 months × WINDOW:window 2 −0.33 (0.05) ***
STRUCTURE:V with NP × AGE:19 months −0.03 (0.14)
STRUCTURE:V NP × AGE:19 months 0.01 (0.14)
STRUCTURE:V with NP × WINDOW:window 2 0.19 (0.05) ***
STRUCTURE:V NP × WINDOW:window 2 −0.05 (0.05)
STRUCTURE:V with NP × AGE:19 months × WINDOW:window 2 −0.13 (0.07)
STRUCTURE:V NP × AGE:19 months × WINDOW:window 2 0.33 (0.07) ***

Random effects
PARTICIPANT 0.07
ITEM 0.11
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

for this interaction goes in the right direction (negative). This
is not particularly worrying, since infants in the control con-
dition show a patient bias, and thus it is perhaps not surpris-
ing that infants in the V NP condition do not differ from the
control condition in this respect.

The final significant effect we see is a reliable positive in-
teraction between the V NP structure, WINDOW, and AGE.
This effect is quite surprising, since it suggests that 19-
month-olds in the V NP condition are switching more to
the instrument than we would expect from the behavior of
the 16-month-olds and the 19-month-olds in the other con-
ditions. This can be seen in Figure 1 by the fact that the
condition with the most looking to the instrument, among 19
months olds, is the V NP condition. This is doubly surprising
given the fact that, though it is not reliable, the interaction
between the V NP structure, WINDOW, and AGE is negative.
This suggests that the switching behavior we see with the
16-month-olds is attenuated in the 19-month-olds. Indeed,
if we set the reference level for AGE to 19 months (instead
of 16 months), the interaction between the V NP structure
and WINDOW no longer remains (though it is positive). This
suggests that, unlike 16-month-olds, 19-month-olds do not
appear to be reliably mapping NPs marked by with to the
instrument and unmarked NPs to the patient.

Why should 19-month-olds fail where 16-month-olds suc-
ceed? Setting aside the 16-month-olds’ behavior for the mo-
ment, one potential reason we do not see 19 months olds reli-
ably constructing the correct mappings could be that infants
have to know at least some verbs to be able to even start us-

ing the syntax to infer which thematic relation is assigned to
an NP (which is in turn a prerequisite for using the thematic
relation to infer the noun’s meaning). Then, the failure of
infants that don’t know enough verbs might be obscuring the
success of infants that do know enough verbs. This would
make sense under, e.g., Tomasello’s (2000) Verb Island Hy-
pothesis, since under that hypothesis all thematic information
is verb-specific (at least at this stage in development), and
so children should not be able to construct mappings from
syntactic structure to thematic structure for verbs they do not
know. It may also be consistent with our data, since as noted
above, the interaction between the V NP structure and WIN-
DOW, though not reliable, goes in the right direction. Of
course, this hypothesis does not address why 16-month-olds
as a whole appear to be succeeding, but if we find that, among
16-month-olds, those who succeed are those with larger verb
vocabularies, we may have at least preliminary evidence for
this verb-based hypothesis.

To test the possibility that the behavior of infants with lit-
tle verb knowledge is obscuring the success of those infants
with greater verb knowledge, we ask whether there is a cor-
relation between verb knowledge and success at our task. We
again use a mixed effects logistic regression with LOOKS TO
INSTRUMENT as the dependent variable and random inter-
cepts for PARTICIPANT and VERB, but instead of including
fixed effects for STRUCTURE, AGE, and WINDOW, we re-
place AGE with LOG VERB VOCAB, investigating its inter-
action with STRUCTURE and WINDOW. (We take the log of
VERB VOCAB since this variable has heavy right skew.) The
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Table 4
Fixed effects and random effects estimates for mixed effects logistic regression of LOOKS TO INSTRUMENT in Experiment 1

Term Estimate Std. Err.

Fixed effects
(Intercept) −0.31 (0.14)
LOG VERB VOCAB 0.00 (0.04)
STRUCTURE:V with NP −0.08 (0.11)
STRUCTURE:V NP 0.01 (0.11)
WINDOW:window 2 0.04 (0.04)
LOG VERB VOCAB × STRUCTURE:V with NP 0.11 (0.06)
LOG VERB VOCAB × STRUCTURE:V NP −0.04 (0.06)
LOG VERB VOCAB × WINDOW:window 2 −0.01 (0.02)
STRUCTURE:V with NP × WINDOW:window 2 0.38 (0.05) ***
STRUCTURE:V NP × WINDOW:window 2 −0.05 (0.05)
LOG VERB VOCAB × STRUCTURE:V with NP × WINDOW:window 2 −0.19 (0.03) ***
LOG VERB VOCAB × STRUCTURE:V NP × WINDOW:window 2 0.13 (0.03) ***

Random effects
PARTICIPANT 0.07
ITEM 0.11
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

idea here is that, if more verb knowledge helps infants map
NPs to the correct referent in this task, we should see verb
knowledge predicting better performance.

As with the AGE-based models we fit a model with all
simple effects of LOG VERB VOCAB, STRUCTURE, and WIN-
DOW as well as all two-way and three-way interactions. We
then compare this model to one without the three-way inter-
actions but with all simple effects and two-way interactions.
A log-likelihood ratio test suggests that the three-way inter-
actions are significant (χ2(2) =97.06, p < 0.001), and so we
retain them for our analysis. Table 4 shows the fixed effects
estimates for this mixed effects model, the standard errors
for those estimates, and the estimate of the variance due to
participants and items. Significance annotations are based
on Bonferroni-corrected p-values. The only effect whose p-
value prior to corrections is below 0.05 but which is not reli-
able after corrections is the intercept term.

What we see here is that, contra the hypothesis that more
verb knowledge improves infants’ ability to learn a noun
based on the syntactic structure, more verb knowledge ap-
pears to be a hindrance. This can be seen also in Figure 2.
This figure plots the difference in proportion looks to instru-
ment (window 2 - window 1) by VERB VOCAB. (We plot a
difference score here, since it more directly visualizes what
the interactions in Tables 3 and 4 correspond to.) We see
here that only infants with a very small verb vocabulary map
NPs marked by with to an instrument and unmarked NPs to
a patient. This ability rapidly drops off as verb knowledge
grows.

This finding is quite surprising, since it is unclear why
lower verb knowledge should make infants better able to
learn novel nouns. But insofar as 16-month-olds know fewer
verbs, it is at least consonant with the finding that 16-month-
olds but not 19-month-olds are able to do this task. That
is, if verb vocabulary is the real predictor of ability to cor-
rectly map NPs in our task to the correct referent—at least
in this age range—then it makes sense that 16-month-olds,
who tend to know fewer verbs, would do better on this task
in aggregate. In other work, we demonstrate that 28-month-
olds successfully map the NP to the correct referent based on
syntactic position.

Discussion

The data in Experiment 1 support a developmental dis-
continuity on this task, with the syntactic frame influencing
performance only for infants who know few verbs but not
for those with greater verb knowledge. The infants who are
influenced by the syntactic context may be computing an in-
ference by which the syntactic position of an NP containing
a novel noun determines its thematic relation, which in turn
allows the learner to identify the referent of the novel NP
and hence to determine the meaning of the novel noun. The
decline in performance raises two questions. First, how do
infants with a limited verb vocabulary succeed at this task?
Are they succeeding because they know the meaning of with
or because of a parsing heuristic that leads to correct behav-
ior despite a lack of knowledge? Second, what is responsible
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Figure 2. Difference in proportion looks to instrument (win-
dow 2 - window 1) plotted against VERB VOCAB.

for the change in behavior that appears to be associated with
the onset of a verb vocabulary? We address these questions
in turn.

Experiment 2

Experiment 2 examines two groups of 16-month-olds in
order to identify the source of their early success in Exper-
iment 1. We consider two hypotheses. First, these children
may be exhibiting a heuristic whereby any NP that is directly
adjacent to the verb is interpreted as a patient and any NP that
is not directly adjacent to the verb is interpreted as bearing
some other thematic relation. Given the materials in Exper-
iment 1, the only possible other role would be instrument.
Initial success in this task would therefore be explained not
by children representing a link between the object of with and
the instrumental relation, but rather by a link between being
a non-direct object and being a non-patient. Alternatively,
these children may be succeeding because they understand
the link between syntactic position and thematic relation. In
particular, they know that direct objects are patients and that
objects of with are instruments.

In order to tease these possibilities apart, we tested 16-
month-olds in 2 conditions:

(10) She’s pushing on the tiv.

(11) She’s pushing gub the tiv.

These conditions have the following properties: (10) uses a
different preposition that assigns a patient-like thematic role
to its complement and (11) uses a novel preposition.

If the success of 16-month-olds in Experiment 1 derives
from children not knowing the meaning of the prepositions,
but using a parsing heuristic whereby any NP that is not adja-
cent to the verb is interpreted as a non-patient, then we would
expect a similar pattern of behavior in Experiment 2 as in Ex-
periment 1. In both conditions, the NP is not adjacent to the
verb and so in both conditions we would expect the novel NP
to be interpreted as an instrument.

However, if the early success derived from the children
having knowledge of the content of the preposition with, then
we would expect a different pattern of results here. If these
children already know the content of the prepositions, then
we expect them to look more at the patient in the on condi-
tion. Moreover, because there is no meaning associated with
the novel preposition, children should not know what the-
matic relation to assign to its object and so we expect chance
performance in that condition.

Method

Apparatus and Procedure. The apparatus and proce-
dure used for this experiment were identical to that used for
Experiment 1.

Design. All elements of the design were identical to that
found in Experiment 1 except for the linguistic stimuli used
in the training phase. Instead of hearing she’s VERBing the
NOVEL NOUN (V NP condition) or she’s VERBing with the
NOVEL NOUN (V with NP condition), infants heard either
she’s VERBing on the NOVEL NOUN (V on NP condition) or
she’s VERBing gub the NOVEL NOUN (V gub NP condition).

Materials. All materials were identical to those from
Experiment 1. As noted above, the only change was to the
linguistic stimuli during the training phase.

Participants

32 16-month-olds (16 females) with a median age of 16;19
(mean: 16;19, range: 16;3 to 17;5) were tested on our two
new preposition conditions. As in Experiment 1, the new par-
ticipants were recruited from the greater College Park, MD
area and were acquiring English as native language. All par-
ticipants heard English at least 80% of the time. Parents com-
pleted the MCDI checklist. By this index, the median pro-
ductive verb vocabulary was 1 verb (mean: 6.8 verbs, IQR:
0–4 verbs), and there median productive total vocabulary was
25 words (mean: 48.8 verbs, IQR: 11.5–50.3 verbs). Ten ad-
ditional infants were tested but were excluded from the final
sample for fussiness or inability to complete the experiment.

Results

As in the Experiment 1 analyses, we analyze the results of
this experiment using mixed effects logistic regression with
LOOKS TO INSTRUMENT as the dependent variable and ran-
dom intercepts for PARTICIPANT and VERB. Figure 3 plots
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Figure 3. Mean proportion looks to instrument by STRUCTURE and AGE plotted over the five second trial. Grey areas show
two second windows. Window 1 starts at the beginning of the trial (the end of the first question) and ends at the beginning of
the second question. It is offset 300 seconds to account for saccade delay. Window 2 starts at the end of the second question.

the proportion of looks to instrument by STRUCTURE and
AGE over the five-second trial. Grey areas show the two-
second windows described above. As a reminder, the first
window starts at the beginning of the trial, which corresponds
to the end of the first question (Where’s the NOVEL NOUN?),
and ends at the beginning of the second question (Which
one’s the NOVEL NOUN?). It is offset 300 seconds to ac-
count for saccade delay. Window 2 starts at the end of the
second question and ends at the end of the trial. Note, as a
sanity check, that we again see initial looks to the patient (the
patient bias) followed by switches the the instrument, cor-
roborating our interpretation of the Experiment 1 data, under
which participants are getting their bearings on the scene in
window 1.

We begin by fitting a model with all simple effects of
LOG VERB VOCAB, STRUCTURE, and WINDOW as well as all
two-way and three-way interactions (analogous to the second
model from Experiment 1). We then compare this model to
one without the three-way interactions but with all simple
effects and two-way interactions. A log-likelihood ratio test
suggests that the three-way interactions are not significant
(χ2(1) = 2.37, p > 0.1), and so we remove them.

We then test each possible two-way interaction by remov-
ing that interaction while retaining the other two-way inter-
actions and comparing the resulting model against one with
all two-way interactions. The STRUCTURE × WINDOW in-
teraction (χ2(1) = 11.80, Bonferroni corrected p < 0.01) and
the STRUCTURE × LOG VERB VOCAB interaction (χ2(1) =
20.68, Bonferroni corrected p < 0.001), but not the LOG
VERB VOCAB × WINDOW interaction (χ2(1) = 4.74, Bon-
ferroni corrected p > 0.1), were significant after Bonferroni
correction, and so we drop the LOG VERB VOCAB × WIN-

DOW interaction.
Next, we test the two remaining two-way interactions by

removing each in turn and comparing the resulting models
against model that retains both. The STRUCTURE × WIN-
DOW interaction (χ2(1) = 13.92, Bonferroni corrected p <
0.001), but not the STRUCTURE × LOG VERB VOCAB inter-
action (χ2(1) = 5.75, Bonferroni corrected p > 0.05), was
significant after Bonferroni correction, and so we drop the
STRUCTURE × LOG VERB VOCAB interaction.

Next, we test the simple of effect of LOG VERB VOCAB by
removing it and comparing the resulting model against one
that retains it. This simple effect is not significant (χ2(1) =
0.01, Bonferroni corrected p ≈ 1), and so we remove it.
Finally, we test the STRUCTURE × WINDOW interaction by
comparing a model with the interaction to one with only sim-
ple effects for STRUCTURE and WINDOW. The interaction is
significant as per this test, so we retain it (χ2(1) = 14.10,
Bonferroni corrected p < 0.01).

Table 5 shows the fixed effects estimates for this mixed
effects model, the standard errors for those estimates, and
the estimate of the variance due to participants and items.
We report these effects using a reference coding, wherein V
gub NP is the reference level for STRUCTURE and window 1
is the reference level for WINDOW. We see two significant
effects here. The first is a significant negative effect of V on
NP. This effects suggests that participants looked more to the
patient in the first window when they received an NP marked
by on, which is corroborated by the separation of the solid
and dotted lines in Figure 3. This could mean that they used
on to infer that the NP referred to the patient. Caution is
warranted here, however, since in Experiment 1, we did not
see similar effects of STRUCTURE in the first window, and
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Table 5
Fixed effects and random effects estimates for mixed effects logistic regression of LOOKS TO INSTRUMENT

Term Estimate Std. Err.

Fixed effects
(Intercept) −0.21 (0.14)
STRUCTURE:V on NP −0.26 (0.11) *
WINDOW:window 2 0.00 (0.04)
STRUCTURE:V on NP × WINDOW:window 2 0.20 (0.05) ***

Random effects
PARTICIPANT 0.08
ITEM 0.12
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

thus this effect may be spurious.
The second significant effect we see is a positive interac-

tion between STRUCTURE and WINDOW. This means that
participants switched more to the instrument from the first
window to the second with the V on NP structure than with
the V gub NP structure. This is somewhat surprising if those
participants know that on marks NPs that refer to patients.
One potential explanation for this might be that the effect of
V on NP is arising earlier than the effect of V with NP in
Experiment 1. This would explain the negative simple effect
of V on NP, which suggested participants look more to the
patient in the first window, but again, it is surprising from the
standpoint of Experiment 1, where the effect of STRUCTURE
only seems to arise in switching between window 1 and win-
dow 2.

Crucially, however, what we do not see is a positive sim-
ple effect of window 2, which would mean that participants
were switching more to the instrument between window 1
and window 2 in the V gub NP condition, compared to the
V on NP condition. Indeed, the fact that the estimate for the
simple effect of WINDOW is near 0 may suggest that they
are not changing their behavior between window 1 and win-
dow 2 much at all. And to the extent that their behavior is
changing from window 1 to window 2, the looking trajectory
for V gub NP is completely unlike that for V with NP from
Experiment 1. This is important for our purposes, since if
16-month-olds were succeeding in Experiment 1 by linking
non-direct objects to non-patients, we would expect such a
similar trajectory.

Discussion

Experiment 2 suggests that children do know the content
of the preposition with. Whereas 16-month-olds in the V with
NP condition in Experiment 1 switched to the instrument sig-
nificantly more than in the control condition, children in the
novel preposition V gub NP position do not switch at all.

Experiments 1 and 2 together also provide a novel argu-
ment against the view that the links between thematic rela-
tion and syntactic position are acquired on a verb-by-verb
basis and only generalized after a sizeable verb vocabulary
has been acquired (Tomasello, 2000). Because the children
who succeed at using syntactic context to determine the the-
matic relation of the NP in Experiment 1 are reported to have
little to no productive verb vocabulary, it cannot be the case
that the thematic relations are constructed by a process of
generalizing over the distributional and interpretive proper-
ties of known verbs. This argument goes through even if the
MCDI does not provide a perfect measure of children’s verb
vocabulary. No version of the exemplar-driven generaliza-
tion theory predicts that having a larger vocabulary would be
detrimental to acquiring the link between syntactic position
and thematic relations.

Returning now to the main thread, if we accept the conclu-
sion that the non-verb-knowing 16-month-olds are aware of
the relation between syntactic context and thematic relations,
then we must determine the source of the dip in performance
associated with the onset of a productive verb lexicon. What
changes in the child’s grammar or parser could cause them
to fail to use information that they apparently already have?

We pursue the hypothesis that the dip in performance ex-
hibited by verb-knowing 16-month-olds and 19-month-olds
derives from developmental changes in the weighting of pre-
dictive vs. bottom-up cues in parsing. As children de-
velop a larger verb vocabulary, they begin to use their knowl-
edge of subcategorization frequencies to anticipate syntactic
structure (Altmann and Kamide, 1999; Gordon and Chafetz,
1990; MacDonald et al., 1994; Trueswell et al., 1993). When
these predictions conflict with bottom-up information from
the sentence itself, they have difficulty resolving this conflict
and rely instead on their early commitments. However, rely-
ing on early commitments comes at the expense of building a
parse that is fully consistent with the bottom-up information.

To make this hypothesis more concrete, consider again
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Table 6
Subcategorization frame frequencies for verbs in Experiments 1 and 2 calculated using the Brown corpus from CHILDES
(MacWhinney, 2014a,1) parsed by Pearl and Sprouse (2013)

Verb [VP _ NP] [VP _ NP PP] [VP _ PP] [VP _ PPwith] Total

hit 136 53 5 0 218
pull 203 28 10 0 291
push 206 30 8 2 302
throw 196 82 9 1 310
tickle 22 0 0 0 39
touch 151 2 2 0 184
wash 144 13 3 0 186
wipe 68 13 0 0 87

Total 1126 221 37 3 1617

sentence (8) from Experiment 1.

(8) She’s pushing with the tiv.

Imagine that the child has heard the subject and the verb. At
this stage, if the child expects the verb to be used transitively,
it is possible to predict that a direct object NP is coming and
to build that structure in advance of hearing it (Altmann and
Kamide, 1999; Omaki, 2010; Omaki and Lidz, 2015; Suss-
man and Sedivy, 2003). When the next word turns out to
be a preposition and hence is inconsistent with the predicted
structure, the parser must revise its initial commitment in or-
der to successfully parse the sentence. However, because this
revision is too difficult for children to execute (Trueswell
et al., 1999), they treat the object of the preposition as the
object of the verb and effectively ignore the preposition for
the purposes of parsing and interpretation.

If this hypothesis explains the pattern of data seen in verb-
knowing 16-month-olds and 19-month-olds, then we can
make several predictions. First, the verbs in our study are
predicted to be significantly more likely to be used transi-
tively than intransitively with a PP. This asymmetry is a pre-
supposition of the account based on a differential weighting
of predictive vs. bottom-up cues because subcategorization
frequency can function as a predictive cue only to the de-
gree that asymmetries in subcategorization frequencies ex-
ist. Second, if we could satisfy the verb’s subcategorization
preference in sentences containing a preposition, then we ex-
pect sensitivity to the content of the preposition to re-emerge.
Third, if 19-month-olds were given a verb for which they had
no subcategorization expectations, sensitivity to the prepo-
sition should re-emerge. Fourth, children with no produc-
tive verb vocabulary should behave identically with real and
novel verbs. Finally, if 19-month-olds were given substan-
tial exposure to a novel verb in one subcategorization frame,
then their sensitivity to the preposition should be a function
of the degree to which the preposition is consistent with that
exposure. We address the first two predictions below, and we

address the second two in other work.
To test the first prediction, we examined the distribution

of complement types for each of the 8 verbs used in Experi-
ments 1 and 2 in Pearl and Sprouse’s (2013) parsed version
of the Brown corpus obtained from CHILDES (MacWhin-
ney, 2014a,1). We asked what proportion of the instances of
each verb occurred in a transitive clause not also containing
a PP ([VP V _ NP]), an transitive clause also containing a PP
([VP V _ NP PP]), an intransitive clause containing a PP ([VP

V _ PP]), or an intransitive clause containing a PP headed by
with ([VP V _ PPwith]). The results of this search are given in
Table 6.

The verbs that we used occurred on average 70% of the
time in a transitive clause and .2% of the time in intransi-
tive clauses with PPs headed by with. In addition, we also
asked what proportion of all verbs in the corpus occurred in
these 4 environments, finding that 33% occurred in transitive
clauses with no PP, 7% occurred in transitive frames con-
taining PPs, 13% occurred in intransitive clauses containing
PPs, and 2% occurred in intransitive clauses containing PPs
headed by with. These data are consistent with the hypoth-
esis that children who fail to use the syntactic context to de-
termine the thematic relation of the novel NP are doing so
because they rely on their knowledge of subcategorization
frequencies to guide their parsing decisions.

Experiment 3

Experiment 3 tests the prediction that satisfying the verb’s
subcategorization expectations in sentences containing a
preposition would allow sensitivity to the content of the
preposition to re-emerge. We hypothesized that the two
groups of children in Experiment 1 who failed to use syntac-
tic context as a cue to meaning failed to do so because they
were relying more on their knowledge of the verb’s likely
subcategorization than on the verb’s actual subcategorization
in the experiment. Thus, if we could find a way to test their
knowledge of the relation between syntactic context and the-
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Table 7
The verbs and novel nounds used in the linguistic stimuli

and the objects used in the visual stimuli in Exp. 3.

Verb Noun Instrument Patient

tap pint pipe cleaner train
brush seb brush mouse
stop frap block ball
hit tam ruler cone
wipe tig cloth camera
push gop bulldozer block

matic relation while also putting the verb in its preferred syn-
tactic context, then this knowledge should reemerge.

Consider (12) and (13).

(12) She’s pushing that thing with the tiv.

(13) She’s pushing the tiv with that thing.

Both of these sentences contain two referentially ambigu-
ous expressions (that thing, the tiv). In (12), the novel word
is used as the object of the preposition with. In (13) it is
used as the direct object of the verb. But, without knowledge
of the link between syntactic position and thematic relation,
it would be impossible to know what the NP containing the
novel word refers to. Hence, to the degree that children can
use syntactic context to infer the meaning of the novel word,
it follows that they represent the link between syntactic con-
text and thematic structure. Moreover, because these clauses
are all transitive, they satisfy the preferred subcategorization
frame of the verb, allowing the effect of syntactic context to
emerge independent of subcategorization preferences.

We use the same visual stimuli as in experiment 1, with
the two audio conditions in (12) and (13). If children are
able to use syntactic position as a cue to thematic relation,
then they should interpret the novel word as referring to the
instrument in (12) but the patient in (13).

We tested 16 19-month-olds. This helps to determine the
viability of our hypothesis for their failure in Experiment
1. If the 19-month-olds in experiment 1 failed to use the
preposition as a cue to meaning because they do not know
the meaning of the preposition or the link between syntactic
position and thematic relation, then they should be unable to
identify the meaning of the novel word here. However, if
they failed because they were relying on the subcategoriza-
tion frequency of the verb, then they should succeed here.
Because the verb occurs in its preferred syntactic environ-
ment, then if children have knowledge of the semantic con-
tribution of the preposition, it should emerge here.

Method

Apparatus and Procedure. The apparatus and proce-
dure used for this experiment were identical to that used for
Experiment 1.

Design. All elements of the design were identical to that
found in experiment 1 except for (i) the form of linguistic
stimuli used in the training phase and (ii) the number of tri-
als. Instead of hearing she’s VERBing the NOVEL NOUN (V
NP condition) or she’s VERBing with the NOVEL NOUN (V
with NP condition), infants heard either she’s VERBing the
NOVEL NOUN with that thing (V NP with that thing condi-
tion) or she’s VERBing that thing with the NOVEL NOUN” (V
that thing with NP condition). Instead of seeing eight trials,
children saw six.

Materials. Three verbs from the original experiment
(hit, push, wipe) were retained along with their associated
dynamics scenes and novel nouns. Three new verbs from
the MCDI were used (brush, stop, tap) along with associ-
ated novel nouns. Two new pseudorandomized orders were
created. Table 7 shows each tuple of verb, novel noun, in-
strument object, and patient object.

Participants

32 19-month-olds (16 females) with a median age of 19;9
(range: 18;27 to 19;29) were tested on our two-argument
task. As in Experiments 1 and 2, participants were recruited
from the greater College Park, MD area and were acquiring
English as native language. All participants heard English at
least 80% of the time. Parents completed the MCDI check-
list. By this index, the median productive verb vocabulary
was 3.5 (range: 0 to 96). Four additional infants were tested
but were excluded from the final sample for excessive fussi-
ness.

Results

As in the Experiment 1 and Experiment 2 analyses, we
analyze the results of this experiment using mixed effects lo-
gistic regression with LOOKS TO INSTRUMENT as the depen-
dent variable and random intercepts for PARTICIPANT and
VERB. Figure 4 plots the proportion of looks to instrument
by STRUCTURE and AGE over the five-second trial. Grey
areas show the two-second windows described above. As a
reminder, the first window starts at the beginning of the trial,
which corresponds to the end of the first question (Where’s
the NOVEL NOUN?), and ends at the beginning of the second
question (Which one’s the NOVEL NOUN?). It is offset 300
seconds to account for saccade delay. Window 2 starts at the
end of the second question and ends at the end of the trial.
Note, as a sanity check, that we again see initial looks to
the patient (the patient bias) followed by switches the the in-
strument, corroborating our interpretation of the Experiment
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Figure 4. Mean proportion looks to instrument by STRUCTURE, plotted over the five second trial. Grey areas show two second
windows. Window 1 starts at the beginning of the trial (the end of the first question) and ends at the beginning of the second
question. It is offset 300 seconds to account for saccade delay. Window 2 starts at the end of the second question.

1 data and Experiment 2 data, under which participants are
getting their bearings on the scene in window 1.

We begin by fitting a model with all simple effects of LOG
VERB VOCAB, STRUCTURE, and WINDOW as well as all two-
way and three-way interactions. We then compare this model
to one without the three-way interactions but with all simple
effects and two-way interactions. A log-likelihood ratio test
suggests that the three-way interactions are not significant
(χ2(1) = 1.64, p = 0.20), and so we remove them.

We then test each possible two-way interaction by remov-
ing that interaction while retaining the other two-way inter-
actions and comparing the resulting model against one with
all two-way interactions. The STRUCTURE × WINDOW inter-
action (χ2(1) = 83.35, Bonferroni corrected p < 0.001) and
the STRUCTURE × LOG VERB VOCAB interaction (χ2(1) =
63.00, Bonferroni corrected p < 0.001), but not the LOG
VERB VOCAB × STRUCTURE interaction (χ2(1) = 0.28, Bon-
ferroni corrected p > 0.5), were significant after Bonferroni
correction, and so we drop the LOG VERB VOCAB × STRUC-
TURE interaction.

Next, we test the two remaining two-way interactions by
removing each in turn and comparing the resulting models
against model that retains both. Both the STRUCTURE ×
WINDOW interaction (χ2(1) = 83.31, Bonferroni corrected
p < 0.001) and the STRUCTURE × LOG VERB VOCAB inter-
action (χ2(1) = 20.60, Bonferroni corrected p < 0.001) are
significant after Bonferroni correction, and so we retain the
model with both interactions.

Table 8 shows the fixed effects estimates for this mixed
effects model, the standard errors for those estimates, and
the estimate of the variance due to participants and items.
We report these effects using a reference coding, wherein V

NP with that thing is the reference level for STRUCTURE and
window 1 is the reference level for WINDOW. We see four
significant effects here. The first is a negative intercept. This
suggests that, as in Experiments 1 and 2, the participants in
this experiment show a patient bias in window 1.

This patient bias is attenuated to some extent by the sec-
ond significant effect, which is a positive effect of LOG VERB
VOCABULARY. That is, there is a positive correlation be-
tween knowing more verbs and having less of a patient bias
in the first window. This attenuation is effectively neutralized
by the third significant effect: the interaction between LOG
VERB VOCAB and WINDOW, which is a positive interaction
between STRUCTURE and WINDOW. We see this neutraliza-
tion in the fact that, if we relevel WINDOW so that window 2
is the reference level, the simple effect of LOG VERB VOCAB
is not significant but the interaction between LOG VERB VO-
CAB and WINDOW is significantly positive. The take-away
from this is that, while verb knowledge apparently predicts
something about patient bias in the first window, it is likely
irrelevant to the effect of interest, which occurs in the second
window (or more precisely, in switching behavior from the
first to second window).

The final significant effect is a positive interaction be-
tween STRUCTURE and WINDOW. This is the crucial effect
that shows, regardless of verb vocabulary, all 19-month-olds
in this experiment were able to correctly map an NP marked
by with to the instrument.

Discussion

These data support the hypothesis that 19-month-old chil-
dren know the content of the preposition with and can use it
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Table 8
Fixed effects and random effects estimates for mixed effects logistic regression of LOOKS TO INSTRUMENT

Term Estimate Std. Err.

Fixed effects
(Intercept) −0.51 (0.17) **
LOG VERB VOCAB 0.16 (0.05) ***
STRUCTURE:V that thing with NP −0.03 (0.12)
WINDOW:window 2 0.01 (0.05)
LOG VERB VOCAB × WINDOW:window 2 −0.19 (0.02) ***
STRUCTURE:V that thing with NP × WINDOW:window 2 0.56 (0.06) ***

Random effects
PARTICIPANT 0.10
ITEM 0.11
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

as a cue to the thematic relation borne by its object. More-
over, it supports the view that the 19-month-olds’ failure in
experiment 1 was caused not by a lack of knowledge, but by
interference from the mechanics of parsing. Because these
children are better able to use their knowledge of subcat-
egorization frequency to predict upcoming structure, these
predictions interfere with children’s ability to display their
syntactic knowledge. This finding highlights the critical na-
ture of understanding the linguistic input as it is represented
by learners. An accurate model of learning must treat the
input not as it is intended, but rather as it is represented by
immature learners.

General discussion

In a series of three experiments we have uncovered the
following effects. First, we see a developmental disconti-
nuity in children’s ability to use the syntactic position of a
noun phrase headed by a novel noun to learn the meaning
of that noun. Prior to acquiring a substantial verb vocabu-
lary, children are able to distinguish the interpretation of a
novel NP when it is a direct object as compared to when it
is a prepositional object. Upon acquiring a substantial verb
vocabulary, children appear to rely more on their expecta-
tions about a verb’s syntactic distribution than on the actual
sentence it occurs in, blocking the inference from syntactic
position to thematic relation, and consequently the inference
from thematic relation to lexical meaning. Second, by 16-
months children have the ability to use a preposition as a cue
to the thematic relation of an NP, and hence as a cue to the
meaning of a novel noun in that NP. At this age, children dis-
tinguish with from on semantically, and they distinguish both
of these from a novel preposition. Finally, 19-month-olds’
difficulty in using with as a cue to novel noun meaning can
be attenuated by placing the with PP after a direct object NP.

We have argued that the pattern of findings in 19-month-olds
reflects the contribution of their immature parsers. When in-
fants are able to make a prediction about upcoming syntactic
structure, but that prediction turns out to be wrong, they have
difficulty recovering from the misparse and hence make in-
correct inferences about meaning.

This pattern of effects highlights the importance of iden-
tifying and keeping separate the contributions of syntactic
knowledge and those of parsing mechanics. The immaturity
of a child’s parser can lead them to assign erroneous syntac-
tic structures and to consequently make incorrect inferences
about the meanings of novel words. In turn, this conclusion
emphasizes the importance of separating children’s linguistic
input, what they are exposed to, from their linguistic intake,
how they represent their input. In characterizing the role of
input in shaping language development, we must take care
to think of the input not in terms of how it was intended by
those who produced it, but rather in terms of the information
that children are able to glean from that input. The degree
to which an utterance is informative for some learning infer-
ence is a function of how that utterance is represented. This
representation, as we have seen, can be shaped by properties
of the developing parser. An important goal for the future,
therefore, is to identify the various ways that children can
distort their input as a function of either their current knowl-
edge state (Lidz and Gagliardi, 2015) or their developing in-
formation processing mechanisms (Omaki and Lidz, 2015).
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